Predicting the Cost and Pace of Pharmacogenomic Advances: An Evidence-Based Study
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BACKGROUND: Adverse outcomes associated with prescription drug use are common and costly. Many adverse outcomes can be avoided through pharmacogenomics: choosing and dosing of existing drugs according to a person’s genomic variants. Finding and validating associations between outcomes and genomic variants and developing guidelines for avoiding drug-related adverse outcomes will require further research; however, no data-driven estimates yet exist for the time or money required for completing this research.

METHODS: We identified examples of associations between adverse outcomes and genomic variants. We used these examples to estimate the time and money required to identify and confirm other associations, including the cost of failures, and to develop and validate pharmacogenomic dosing guidelines for them. We built a Monte Carlo model to estimate the time and financial costs required to cut the overall rate of drug-related adverse outcomes by meaningful amounts. We analyzed the model’s predictions for a broad range of assumptions.

RESULTS AND CONCLUSIONS: Our model projected that the development of guidelines capable of cutting overall drug-related adverse outcomes by 25%–50% with current approaches will require investment of single-digit billions of dollars and take 20 years. The model forecasts a pump-priming phase of 5–7 years, which would require expenditures of hundreds of millions of dollars, with little apparent return on investment. The single most important parameter was the extent to which genomic variants cause adverse outcomes. The size of the labor force was not a limiting factor. A “50 000 Pharmacogenomes Project” could speed progress. Our approach provides a template for other areas of genomic research.
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vention (18). These events affect 1 in 5 outpatients and 1 in 11 inpatients (19) and cost $80 billion per year in the US alone (20). Lowering rates of treatment failure and side effects—collectively, drug-related adverse outcomes—is thus a meaningful target for clinical improvement (6, 21–25).

Preventable causes of adverse events—drug non-adherence, drug–drug interactions, and medical error—constitute only a fraction of the total (19). Of the 80% of outpatient adverse drug events and nearly half of inpatient events currently considered non-preventable, a majority are thought to be caused by genomic variation (19, 26, 27). For example, many patients on warfarin, an anticoagulant used by 30 million Americans, experience unintended bleeding because of variation among individuals in dosing requirements (28, 29). Two thirds of this variability can be explained by single-nucleotide polymorphisms in a set of 6 genes; the total percent attributable risk estimated for this adverse outcome is 77% (26). Genetic screening for variants in genes of the major histocompatibility complex in HIV-positive patients taking the reverse-transcriptase inhibitor abacavir almost completely avoids potentially life-threatening hypersensitivity reactions (30).

Conceptually, modeling the research investment required to learn how to avoid adverse outcomes is straightforward, as in the following equation:

\[
\text{Total cost} = (\text{Cost per association}) \times (\text{Number of associations per adverse outcome}) \times (\text{Number of adverse outcomes per drug}) \times (\text{Number of drugs}).
\]

In practice, care must be taken not to oversimplify by ignoring: (a) variability in the cost per association, the number of associations per adverse outcome, and so on; (b) limitations imposed by the percent attributable risk due to genomics; and (c) potentially hidden factors such as the cost of research failures. In modeling the amount of time required, similar care must be taken to account for potential limitations imposed by, for example, the size of the available workforce. Monte Carlo models address such variability by sampling at random from the raw data—e.g., from the set of costs per association for different associations—instead of using averages. Other pitfalls can be avoided through careful compilation of data and choosing realistic goals to model—e.g., reducing the rate of adverse outcomes by less than the maximum percentage attributable to genomics.

In pharmacogenomics, several associations between germline genetic variants and adverse outcomes are in advanced stages of clinical investigation. For these associations, the incidence of the adverse outcome, the frequency of the associated variant in clinical populations, and the percent attributable risk of each variant for its associated adverse outcome are all known. To build a simple Monte Carlo model for discovering additional associations, we used these data, the timeline of the associations’ discovery and confirmation, the cost of this work, and the number of people taking the most common prescription drugs. We used this approach to model the time and financial resources required to gain the knowledge necessary to cut the overall incidence of drug-related adverse outcomes by meaningful amounts—e.g., by half.

Methods

MODEL

Conceptually, the model follows the outline of the equation presented above. We considered the broad class of associations that involve germline, as opposed to somatic (tumor), bacterial, or viral, genetic variants. Following standard requirements for translation of biomedical discoveries into clinical use (6, 31), we took the starting and end points of the process to be the discovery of relevant variants and the validation of the utility of clinical guidelines, respectively. The process consisted of 4 steps: discovery of a candidate association, confirmation of the association in a large clinical cohort, trialing a guideline for using the association to decrease the incidence of the adverse outcome, and confirming the guideline’s utility in a large clinical cohort. Upstream discoveries (e.g., discovery of the cytochrome P450 system) and infrastructural investments (such as contributions to the SNP Consortium) were considered outside the process, because the money for them has already been allocated or spent.

As data for our model, we selected 8 associations involving 6 prescription drugs: clopidogrel, warfarin, escitalopram, carbamazepine, the nicotine-replacement patch, and abacavir; and 1 drug class, the statin class of anticholesterol drugs (hydroxymethylglutaryl-CoA reductase inhibitors) represented by atorvastatin, simvastatin, and pravastatin (Table 1; see Table S1 in the Data Supplement that accompanies the online version of this article at http://www.clinchem.org/content/vol59/issue4). We initially based our selection of associations on strength of evidence (32) and the number of patients who use the drug (see Supplementary Methods in the online Data Supplement). We then modified the list to ensure representation of a range of drug indications and mechanisms. For each association, we searched Medline for primary reports that documented each step of the process described above (see Table S1 and Supplemental References in the online Data Supplement). When multiple reports described substantially similar results in the same year, we con-
considered both reports for each step. In cases for which no clinical validation existed, we included no report for that step. From government-compiled salary and other financial information and bibliometric analysis (see Supplementary Methods and Fig. S1 in the online Data Supplement), we calculated the total cost of producing each report (including salary, fringe benefits, indirect costs, and supplies) as being proportional to the number of coauthors at a mean of $35,000–$50,000 per coauthor’s contribution. When hundreds of collaborators were named besides the coauthors, we counted only the authors. Note that because we calculated the cost of a coauthor’s contribution by first calculating the cost of a coauthor per year and then dividing by that coauthor’s productivity in terms of published reports, the cost of “failure”—research that does not lead to published work or leads to work that does not confirm findings—is included in this cost (see Supplementary Methods in the online Data Supplement).

We estimated the time required for each step as the number of years between reports for each step (see Table S2 in the online Data Supplement). We estimated the time required for the first step as the median number of years since the most recent pertinent research reports cited by the first-step report (defined as those cited in the introduction of the first report; see Table S3 in the online Data Supplement). In the 2 cases in which named clinical trials completed enrollment in 2011, we set a date of 2012 for the last step of the process we have described above (see legend to Table S2 in the online Data Supplement). As with the cost of failure, this method includes the time spent performing “nonproductive” research.

Because initial and smaller reports tend to overstate effects (33), we used the confirmatory report (or a subsequent metaanalysis, when available) to record each association’s percent attributable risk for its adverse outcome (Table 1). For each drug, we used product inserts, US Food and Drug Administration safety information, and Medline to determine its adverse-outcome profile, which was defined as the frequencies of treatment failure and side effects documented to lead to drug nonadherence or discontinuation (Fig. 1; see Table S4 and Fig. S3 in the online Data Supplement). We considered 60% as a conservative estimate of the maximum incidence that genetic guidelines can prevent, because this percentage is substantially less than the 83% of outpatient adverse drug events considered nonpreventable (19) and possibly genetic and is less than the 77% of the warfarin dose variation thought to be due to genetic causes (26). Nevertheless,

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|l|l|l|}
\hline
Drug & Indication & Adverse outcome (frequency) & Association (frequency) & Percent attributable risk & References \\
\hline
Clopidogrel & Acute coronary syndrome & Cardiovascular event (0.08) & CYP2C19*2 (0.28) & 29% & Hulot et al. (41) \\
Statins & High cholesterol & Myopathy (0.05) & SLC01B1 (rs4363657 and rs4149056, 0.28) & 60% & Link et al. (42) \\
Escitalopram & Depression & Treatment failure (0.37) & HTR2A (rs2224721, 0.50; rs9316233, 0.55) & 2.3% & Uher et al. (43), http://www.snpedia.com \\
Nicotine patch & Smoking & Return to smoking within 12–16 weeks (0.85) & COMT Met/Met homozygote (0.31) & 9.7% & Johnstone et al. (44), Munafo et al. (45) \\
Warfarin & Clotting risk & Bleeding (0.10), dose out of range (0.40) & VKORC1 (0.64) & 30% & Wadelius et al. (46), Kangelaris et al. (47), Aithal et al. (48) \\
Abacavir & HIV infection & Hypersensitivity reaction (0.03) & HLA-B*5701 (0.056) & 100% & Mallal et al. (30) \\
Carbamazepine & Seizures & Hypersensitivity reaction (0.04) & HLA-B*1502EAT (0.077) & 100% & Chen et al. (49) \\
\hline
\end{tabular}
\caption{Genetic associations for drug-related adverse outcomes.\textsuperscript{a}}
\end{table}

\textsuperscript{a} Our model was built on the basis of well-studied associations between genetic variants and drug-related adverse outcomes. Associations were selected to represent a range of indications, drug targets, and adverse outcomes that best represent the breadth of prescription drugs in use today. “rs” denotes a single-nucleotide polymorphism in standard nomenclature.
\textsuperscript{b} Hydroxymethylglutaryl-CoA reductase inhibitors atorvastatin, pravastatin, and simvastatin.
\textsuperscript{c} Mean; range, 8.6%–10.7%.
\textsuperscript{d} Mean; range, 0.30–0.50.
\textsuperscript{e} For dose out of range.
we explored a large range of values in our simulations (30%–77%).

From PharmGKB (34) we estimated that candidate associations have already been discovered for adverse outcomes that account for 5% of all drug-related adverse outcomes (the first of our 4-step process). We took this as a starting point.

**SIMULATION**

We assigned adverse-outcome profiles to drugs at random from the model (Fig. 1; see Figs. S2 and S3 and Table S4 in the online Data Supplement). For example, if a particular drug were assigned abacavir’s adverse-outcome profile at random, that drug’s most common adverse outcome would be modeled as affecting approximately 8% of its users, because abacavir’s most common adverse outcome affects approximately 8% of abacavir users; its second-most common adverse outcome would be modeled as affecting approximately 3%, the same as for abacavir; and so on. We took this approach on the assumption that the adverse-outcome profiles of the drugs in our model are representative of drugs as a whole. This approach was an alternative to attempting to compile profiles for every prescription drug. Summing over all drugs yielded the total incidence of adverse outcomes.

Next, for each adverse outcome we assigned a percent attributable risk due to a genetic association (Table 1). For example, for an adverse outcome that affects 10% of the users of a given drug, the percent attributable risk for a given genetic association might be taken to be 12% in the model (Fig. 2). This means that this genetic association explains 12% of the incidence of this adverse outcome; therefore, choosing or dosing of this drug according to the presence or absence of this variant would produce a 1.2% (i.e., 12% × 10%) decrease in adverse outcomes for this drug.

A cost and timeline for each step in the process of discovering and validating the association was assigned, again at random (see Table S2 in the online Data Supplement). These several steps were repeated, summing costs, until the total risk for this adverse outcome reached the maximum incidence that genetic guidelines were taken to be able to prevent (see above).

Sums for additional drugs and adverse outcomes were added to the total until the total incidence of adverse outcomes was accounted for (i.e., to model the goal of halving the overall incidence of drug-related adverse outcomes). The result of this addition is the cost and timeline for the research required to halve drug-related adverse outcomes overall (Fig. 3). For statistical confidence, we repeated each simulation 1000 times (we note that means and SDs changed little beyond 100 repetitions). We confirmed that the labor force would not be a limiting factor for carrying out the required research and therefore would not affect the timeline (see Supplementary Methods and Fig. S4 in the online Data Supplement).

We performed sensitivity analysis by varying key parameters. Specifically, we varied the cost per coau-
thor (from $35,000 to $50,000) and the maximum incidence that genetic guidelines can prevent (for the goal of halving adverse outcomes, from the 60% of the base case to the 77% estimated for warfarin; this corresponds to 60/83 = 72% to 77/83 = 93% of the incidence of drug-related adverse outcomes that are currently considered nonpreventable) and by removal of each single profile in turn from the model and repeating the simulation. We used 2 SDs above and below the most- and least-expensive estimates, respectively, to establish overall 95% CIs for the model. We then similarly explored a wider range of maximum incidence/percent attributable risk (30%–70%) for the more modest goal of cutting drug-related adverse outcomes by 25%.

Results

As a basis for our analysis we selected 8 drug–gene associations involving 7 adverse outcomes from the fields of cardiology, neurology, psychiatry, and infectious disease (Table 1). These included 5 of the 7 strongest associations identified by expert survey (32):

- VKORC1 (vitamin K epoxide reductase complex, subunit 1) and warfarin-induced bleeding;
- CYP2C9 (cytochrome P450, family 2, subfamily C, polypeptide 9) and warfarin-induced bleeding;
- HLA-B (major histocompatibility complex, class I, B) and abacavir-induced hypersensitivity;
- CYP2C19 (cytochrome P450, family 2, subfamily C, polypeptide 19) and cardiac events due to clopidogrel resistance; and
- HLA-B and carbamazepine-induced Stevens–Johnson syndrome.

One association—between statin-induced myopathy and SLCO1B1 (solute carrier organic anion transporter family, member 1B1)—involved several drugs (pravastatin, atorvastatin, and simvastatin) from a single class.

All adverse outcomes were defined by clinical rather than laboratory findings (e.g., warfarin-associated bleeding as opposed to fraction of the time the international normalized ratio was outside the therapeutic range). Frequencies of adverse outcomes ranged from 2.7% (abacavir hypersensitivity) to 85% (return to smoking within 12 weeks of the nicotine-replacement patch). All associations involved a specific allele or alleles rather than copy number variants or other types of genomic variation. Carrier frequencies

---

4 Human genes: VKORC1, vitamin K epoxide reductase complex, subunit 1; CYP2C9, cytochrome P450, family 2, subfamily C, polypeptide 9; HLA-B, major histocompatibility complex, class I, B; CYP2C19, cytochrome P450, family 2, subfamily C, polypeptide 19; SLCO1B1, solute carrier organic anion transporter family, member 1B1; COMT, catechol-O-methyltransferase; HTR2A, 5-hydroxytryptamine (serotonin) receptor 2A, G protein-coupled.
ranged from 5.6% (HLA-B*5701) to 64% (VKORC1) in the studied populations. One association—between postpatch return to smoking and the COMT (catechol-O-methyltransferase) gene—was with a homozygous state, not a carrier state. The percent attributable risk due to the carrier state (or to the homozygous state for smoking and COMT) ranged from 2.3%—for the relationship of HTR2A [5-hydroxytryptamine (serotonin) receptor 2A, G protein-coupled] single-nucleotide polymorphisms rs2224721 and rs9316233 to the lack of response to escitalopram—to 100% (HLA-B*5701 in abacavir-induced hypersensitivity and HLA-B*1502 in carbamazepine-induced hypersensitivity). There were inverse correlations between percent attributable risk and carrier frequency \( r^2 = 0.57 \) for linear regression; bootstrap for single outliers \( r^2 = 0.58 \) (SD, 0.10)] and between percent attributable risk and adverse-outcome frequency \( r^2 = 0.71 \) (SD, 0.07) for log-linear regression; Fig. 2. Thus, more of the attributable risk was due to rare alleles than to common ones, especially for rarer adverse outcomes. We accounted for this in the model (see Supplementary Methods in the online Data Supplement).

A literature search yielded 29 reports that described the shortest necessary chains of evidence for discovering and validating each of these associations (see Supplementary Materials in the online Data Supplement). These reports covered a mean of 5225 patients per association (range, 1335–21 171). Clinical guidelines were reported for 6 of the 8 associations. Only 1 association—between abacavir-induced hypersensitivity and HLA-B*5701—had a guideline validated as useful for decreasing the incidence of the associated adverse outcome in clinical practice. Three other associations—VKORC1 and warfarin-induced bleeding, CYP2C9 and warfarin-induced bleeding, and CYP2C19 and cardiac events due to clopidogrel resistance—have trials under way that could validate proposed guidelines (NCT01119300, NCT01006733, NCT01305148, and NCT00995514; see http://clinicaltrials.gov). Two of these trials closed in 2011. For the model, we assumed that reports validating these guidelines will appear before the end of 2012.

We found that the research investment necessary to develop guidelines capable of cutting drug-related adverse outcomes in half will require a research investment of $1.5 billion to $6 billion and take approximately 20 years (Fig. 3). This investment includes the cost and time spent on unpublished and nonconfirmatory findings.

The single most important determinant of total cost was the overall percent attributable risk due to genomics: the extent to which and manner in which genomic variants are responsible for adverse outcomes.

At the top of the range (77%), the total cost was approximately $2 billion; for a more conservative number (60%), the cost was $5 billion to $6 billion. The reason: the higher the percent attributable risk, the larger the role genomics plays, and therefore the more high-impact associations there are likely to be, given the frequencies of the associations already found. Conversely, the smaller the role of genomics, the more rare associations will have to be found and confirmed to cut adverse outcomes in half, at a higher overall cost. Given this dependence, we also explored much lower percent attributable risk in the context of the more modest, but still substantial, goal of cutting drug-related adverse outcomes by 25%. We again found costs in the range of single-digit billion dollars (Table 2).

By contrast, the total cost was much less dependent on the cost per coauthor and thus on the cost for producing each report. Bootstrapping by removing individual known associations from the model and repeating the simulation changed the dollar amount by <20% and the timeline by only about a year.

We projected that most of the research investment—$1.5 billion to $3 billion at $250 million to $500 million per year—will need to come well before most guidelines appear (Fig. 3). This is because the first 3 steps in the research process require time and have financial costs, but only completion of the fourth step leads to a clinically actionable guideline. Thus, by 2017 as much as $3 billion will have been invested as “pump priming,” with only a few validated guidelines to show for it. Only in the ensuing 7 to 8 years will this investment pay off with the appearance of the bulk of the necessary guidelines, making possible a substantial reduction in adverse outcomes between 2018 and 2025.

We found that the number of researchers in pharmacogenomics and related areas has grown exponentially since 1980 (\( r^2 = 0.95–0.96 \); see Fig. S4 in the online Data Supplement) resulting in an estimated 15 424–30 584 researchers by the end of 2012. At a

### Table 2. Estimated cost of cutting drug-related adverse outcomes by 25%.

<table>
<thead>
<tr>
<th>Adverse outcomes due to genomics, %</th>
<th>Total cost, billions of $</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>3.28 (0.36)</td>
</tr>
<tr>
<td>40</td>
<td>1.27 (0.17)</td>
</tr>
<tr>
<td>50</td>
<td>0.84 (0.13)</td>
</tr>
<tr>
<td>60</td>
<td>0.67 (0.14)</td>
</tr>
<tr>
<td>70</td>
<td>0.55 (0.11)</td>
</tr>
</tbody>
</table>

*a See main text. Data are presented as the mean (SD).}
mean of 13.4 authors per report (see Fig. S1 and Supplementary Methods in the online Data Supplement), the labor force is sufficient to produce the needed guidelines without requiring further growth in the number of researchers. Thus, the labor force does not need to continue to grow at the observed rate to achieve the stated goal in the stated time; it simply must not shrink.

Discussion

Quantitative modeling has become a standard tool for planning and for setting expectations in many fields, from politics to meteorology. Here we apply it to genomics—specifically pharmacogenomics—to estimate the time and financial investment required to use genomics to substantially reduce the rate of drug-related adverse outcomes. These adverse outcomes currently cost the healthcare system tens of billions of dollars each year and are potentially low-lying fruit for genomic medicine. After testing a range of situations, we estimate the total cost will be in the single-digit billions of dollars, front-loaded but spread out over approximately 20 years. Specifically, we expect a total cost of ≤$6 billion. This cost includes the cost of failures and unpublished work but excludes the work of implementing guidelines and the (rapidly falling) costs of sequencing.

The single most important factor influencing cost in our model is the extent to which genetics contributes to drug-related adverse outcomes, measured as the percentage of drug-related adverse outcomes that can be traceable to genomic variants. Research suggests that 60% is a reasonable estimate. We found that as the percentage falls even modestly, the cost increases sharply. If genomics’ contribution is <50% on average, halving adverse outcomes through genomics is not feasible. However, our model also lets us estimate the cost required for smaller-scale goals, such as a 25% reduction in drug-related adverse outcomes (approximately $0.5 billion to $3 billion; Table 2). The major assumption is that the measurements of drugs and associations investigated thus far are representative of pharmacogenomics as a whole. Better estimates of the contribution of genomics would be useful.

We find the most important bottleneck is the discovery and confirmation of candidate associations between genetic variants and adverse outcomes. To date, this task has been a slow, iterative process. In principle the process could be accelerated by studying several thousand people taking each of the 40–50 (Fig. 4) most-used prescription drugs (epidemiologic and statistical studies would be needed to determine the precise number of drugs and the number of patients necessary to ensure representation of the most common adverse outcomes across ethnicities). Because the time scale of many adverse outcomes is only days to months, the time scale for such a project would be set by the time required to raise funds, to build a consortium, to identify and register participants, and to collect, analyze, and interpret samples. A “50 000 Pharmacogenomes Project” would be a nontrivial undertaking. But in the spirit of the 1000 Genomes Project, UK10K (35), or the Million Veteran Program, it would have
the potential to represent an improvement (36) that would disrupt today’s process (which we have modeled) and thereby save time and money.

Numbers invite comparisons. Six billion dollars represents an annualized 4% of the NIH’s 2011 budget (37). 2% of the pharmaceutical industry’s 2011 research budget (38), and 0.2% of the 2009 payments made by US private health insurers (39). Our 20-year timeline is consistent with qualitative forecasts by the National Human Genome Research Institute that genomics will produce some advances in the science of medicine before 2020 but many more thereafter (6). Finally, $6 billion over 20 years is comparable to the cost and timeline for developing just 4 to 5 new drugs from scratch (40). Whether the benefit of developing guidelines is worth $1.5–6 billion, if so, who should pay (government, insurers, hospitals, industry); and if not, what process improvements would change that are open questions.

Genomics is maturing. As the fruits of research enter clinical care, predictions become easier. Our model is not the last word but, we hope, the start of a conversation and an illustration of the value of quantitative modeling in genomics. Modeling for cancer makers and the public set expectations and priorities for translating genomic research into better patient care.
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