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Background: Laboratory studies often involve analyses of highly skewed data for which means are not an adequate measure of central tendency because they are sensitive to outliers. Attempts to transform skewed data to symmetry are not always successful, and medians are better measures of central tendency for such skewed distributions. When medians are compared across groups, confounding can be an issue, so there is a need for adjusted medians.

Methods: We illustrate the use of quantile regression to obtain adjusted medians. The method is illustrated by use of skewed nutrient data obtained from black and white men attending a prostate cancer screening. For 3 nutrients, saturated fats, caffeine, and vitamin K, we obtained medians adjusted by age, body mass index, and calories for men in each race group.

Results: Quantile regression, linear regression, and log-normal regression produced substantially different adjusted estimates of central tendency for saturated fats, caffeine, and vitamin K.

Conclusions: Our method was useful for analysis of skewed and other nonnormally distributed continuous outcome data and for calculation of adjusted medians.

Many types of laboratory and epidemiologic studies involve the analyses of highly skewed data. When the distributions of outcome variables are highly skewed, the mean is sensitive to outliers and is not a good measure of central tendency. Furthermore, when a skewed outcome variable is compared across groups, use of a Student t-test to compare group means or an ordinary least-squares regression to compare adjusted group means can yield biased results, including loss of statistical power to detect a true difference or a high type I (false-positive) error rate when there is no difference. A transformation of the outcome variable is a popular approach to improve symmetry and normality for linear regression. Because transformations make interpretations difficult and often fail to normalize the data, however, the median is often reported as a measure of central tendency. When medians are compared across groups, there is frequently a need to adjust for potential confounders such as age. We propose the use of adjusted medians instead of adjusted means.

We obtained the adjusted medians from quantile regression (1). In statistics quantile is synonymous with percentile (although strictly speaking, a quantile is a fraction), and quantile regression is a general statistical technique to estimate the effect of covariates on any specified percentile, not just the median (50th percentile). For instance, we could estimate adjusted 25th percentiles in different groups by using quantile regression and then compare these adjusted 25th percentiles across groups. When used to estimate the median, quantile regression is usually called median regression. Median regression is also formally known as least absolute-value (LAV) regression, because the median regression parameters are estimated by minimizing the sum of the absolute value of the residuals. In contrast, the linear regression parameters are estimated by minimizing the sum of the squares of the residuals, hence the name ordinary least squares regression. Appendix 1 (available electronically with the online version of this paper at www.clinchem.org) contains a brief review of the LAV estimation technique we used to obtain the estimated adjusted medians. If there are no covariates in the median regression model (only an intercept), then the estimated intercept is just the usual estimate of the median (middle number in the dataset). The adjusted median obtained with LAV is less sensitive to outliers than an adjusted mean, analogous to an unadjusted median vs an unadjusted mean. Although we found recent reports of the use of quantile regression (2–8), it is an underused technique.

We used adjusted medians obtained from quantile (median) regression to compare nutrient intakes between black and white males. The nutrient data were obtained by using the Gladys Block Brief 2000 dietary questionnaire (2), which was completed by 138 white and 95 black men who attended a free annual prostate cancer screening held at the Medical University of South Carolina in 2002 (9, 10). It is well established that black males have an increased risk of developing prostate cancer compared to white males (11), and it is possible that some of the racial differences in prostate
cancer risk may be related to differences in nutritional intake. This study explored the nutritional intake of black and white males.

Data regarding the daily intake of 36 nutrients were obtained from the questionnaire, and the data distributions for all 36 nutrients were found to be asymmetric by the Mardia test at a Bonferroni-corrected significance level of 5%/36 = 0.14%. We present data for 3 of these nutrients, saturated fats, caffeine, and vitamin K. In box plots by race for these 3 variables, distributions for all variables were skewed to the right, e.g., the mean was greater than the median (Fig. 1). Although we rejected the null hypothesis of symmetry for each variable, in the dataset the saturated fats variable was the least skewed (skewness = 0.91), caffeine was intermediate with regard to skewness (skewness = 2.5), and vitamin K had the most skewness (skewness = 3.5). For reference, a symmetric distribution has skewness = 0, and a distribution that is skewed to the right has positive skewness. The log transformation appeared to symmetrize vitamin K (Mardia $P > 0.6$), but not the other 2 variables ($P < 0.006$).

When comparing medians of the nutrients across races, we adjusted for the a priori potential confounders age and body mass index. In addition, we followed the convention (13) of adjusting for total calories to remove systematic over- or underreporting of dietary intake. The estimated adjusted medians in blacks was
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Adjusted medians and 95% CIs, as well as the $P$-values for testing equal adjusted medians are given in Table 1. We also give adjusted means from ordinary least squares linear regression with covariates race, age, body mass index, and total calories. These adjusted means could be considered to be adjusted medians if the nutrients were normally distributed, because the mean equals the median. We also give adjusted medians from log-normal linear regression, in which a log-transformed nutrient was the outcome for the linear regression, and then adjusted medians were obtained by exponentiating the adjusted log-normal means. Finally, we give unadjusted means and medians.

For the least-skewed variable (saturated fat), the adjusted estimates from linear regression and quantile regression were similar (Table 1), as might be expected.

$$M_B = \beta_{0B} + \beta_{1B} \text{age} + \beta_{2B} \text{BMI} + \beta_{3B} \text{calories}$$

and in whites was

$$M_W = \beta_{0W} + \beta_{1W} \text{age} + \beta_{2W} \text{BMI} + \beta_{3W} \text{calories},$$

where the $\beta$’s were estimated regression coefficients from the median regression (see Appendix 1), and $\text{age} = 58.6$, $\text{BMI} = 27.0$, and $\text{calories} = 1621$ were the sample means, pooled for blacks and whites in the study. We then tested for differences in the adjusted medians between blacks and whites by using a 2-sample $Z$-test (Appendix 1), with the numerator being equal to $M_B - M_W$.

We used the new SAS procedure Proc Quantreg (downloaded from the SAS website http://support.sas.com/rnd/app/da/quantreg.html for SAS 9.1) to obtain the adjusted medians and their SEs. Appendix 2 gives a sample of SAS coding for median regression; also, a SAS macro to calculate the estimates can be obtained from the first author. Alternatively, most statistical packages can calculate adjusted quantiles; for example, Stata function qreg and R (or S-plus) function quantreg.

Adjusted medians and 95% CIs, as well as the $P$-values for testing equal adjusted medians are given in Table 1. We also give adjusted means from ordinary least squares linear regression with covariates race, age, body mass index, and total calories. These adjusted means could be considered to be adjusted medians if the nutrients were normally distributed, because the mean equals the median. We also give adjusted medians from log-normal linear regression, in which a log-transformed nutrient was the outcome for the linear regression, and then adjusted medians were obtained by exponentiating the adjusted log-normal means. Finally, we give unadjusted means and medians.

For the least-skewed variable (saturated fat), the adjusted estimates from linear regression and quantile regression were similar (Table 1), as might be expected.

### Table 1. Estimated median nutrients per day by race.a

<table>
<thead>
<tr>
<th>Nutrient</th>
<th>Whites</th>
<th>Blacks</th>
<th>$P$-value for equal medians</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median 95% CI</td>
<td>Median 95% CI</td>
<td></td>
</tr>
<tr>
<td>Saturated fat, g/day</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted meanb</td>
<td>21.2 (19.3, 23.1)</td>
<td>18.6 (16.8, 20.4)</td>
<td>0.060</td>
</tr>
<tr>
<td>Unadjusted medianc</td>
<td>19.2 (16.7, 21.7)</td>
<td>16.6 (14.4, 18.8)</td>
<td>0.106</td>
</tr>
<tr>
<td>Linear regression</td>
<td>21.3 (20.2, 22.3)</td>
<td>19.0 (17.9, 20.1)</td>
<td>0.003</td>
</tr>
<tr>
<td>Log-normal regression</td>
<td>18.4 (17.3, 19.7)</td>
<td>17.1 (16.0, 18.3)</td>
<td>0.020</td>
</tr>
<tr>
<td>Quantile regression</td>
<td>21.4 (19.8, 23.0)</td>
<td>18.4 (16.7, 20.2)</td>
<td>0.021</td>
</tr>
<tr>
<td>Caffeine, mg/day</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted meanb</td>
<td>32.8 (23.5, 42.2)</td>
<td>18.0 (13.1, 23.0)</td>
<td>0.003</td>
</tr>
<tr>
<td>Unadjusted medianc</td>
<td>13.4 (4.5, 22.2)</td>
<td>6.7 (3.9, 9.5)</td>
<td>0.026</td>
</tr>
<tr>
<td>Linear regression</td>
<td>31.3 (21.4, 41.2)</td>
<td>18.1 (13.0, 23.3)</td>
<td>0.021</td>
</tr>
<tr>
<td>Log-normal regression</td>
<td>7.2 (4.6, 11.2)</td>
<td>5.3 (3.8, 7.3)</td>
<td>0.267</td>
</tr>
<tr>
<td>Quantile regression</td>
<td>15.3 (4.4, 26.1)</td>
<td>8.4 (5.7, 11.1)</td>
<td>0.229</td>
</tr>
<tr>
<td>Vitamin K, g/day</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unadjusted meanb</td>
<td>180.6 (137.1, 224.0)</td>
<td>154.3 (129.5, 179.2)</td>
<td>0.273</td>
</tr>
<tr>
<td>Unadjusted medianc</td>
<td>117.6 (88.3, 146.9)</td>
<td>123.5 (101.2, 145.7)</td>
<td>0.801</td>
</tr>
<tr>
<td>Linear regression</td>
<td>199.4 (152.6, 246.2)</td>
<td>147.2 (122.9, 171.5)</td>
<td>0.053</td>
</tr>
<tr>
<td>Log-normal regression</td>
<td>124.6 (102.3, 151.8)</td>
<td>103.2 (90.1, 118.2)</td>
<td>0.123</td>
</tr>
<tr>
<td>Quantile regression</td>
<td>130.3 (98.4, 162.1)</td>
<td>105.7 (87.5, 123.8)</td>
<td>0.188</td>
</tr>
</tbody>
</table>

*a* Adjusted for age, body mass index, and total calories and unadjusted.

*b* The 2-sample $t$-test is used to test for equal means when unadjusted means are used.

*c* The Wilcoxon rank-sum test is used to test for equal medians when the unadjusted median is used.
for mildly skewed data. The adjusted estimates from log-normal regression were a few grams lower than those from quantile regression, a finding that suggests that the log-transformation might have skewed the distribution slightly to the left. The adjusted (from linear regression) and unadjusted means were similar, but the adjusted medians (from quantile regression) were approximately 2 g larger than the unadjusted medians.

For caffeine (with an intermediate degree of skewness in the dataset), the adjusted estimates obtained from linear regression and quantile regression were very different. In fact, the adjusted means (32.8 mg/day and 18.0 mg/day) from linear regression were shifted substantially to the right of the adjusted medians (15.3 mg/day and 8.4 mg/day) from quantile regression. In addition, linear regression gave significance at the 5% level, whereas quantile regression did not. The adjusted estimates from log-normal regression were substantially smaller than those from quantile regression, which again suggests that the log transformation might have skewed the distribution slightly to the left. The adjusted (from linear regression) and unadjusted means were similar, but the adjusted medians (from quantile regression) were approximately 2 mg/day larger than the unadjusted medians.

Finally, for vitamin K (largest skewness in the dataset), the adjusted estimates from linear regression and quantile regression were very different. The adjusted means (199.4 µg/day and 147.2 µg/day) from linear regression were again shifted substantially to the right of the adjusted medians (130.3 µg/day and 105.7 µg/day) from quantile regression. Furthermore, the linear regression approached significance (P = 0.053), whereas quantile regression did not. The adjusted estimates from log-normal regression were similar to those from quantile regression, suggesting that the log-normal regression might have transformed the distribution to normality. Adjustment again had a larger impact on the median; the unadjusted median for blacks (123.5 µg/day) was higher than for whites (117.6 µg/day), but the use of quantile regression changed those values substantially to 105.7 µg/day for blacks and 130.3 µg/day for whites.

This study illustrates the use of nonparametric median regression methods to obtain adjusted medians. We found that the use of median regression, linear regression, and log-normal regression yielded substantially different results; these differences highlight the discernibly different, and possibly conflicting, results that can be produced with parametric assumptions (e.g., normal or log-normal) compared to nonparametric median regression. Simulation studies have demonstrated that the use of the wrong transformation of the outcome can give very biased estimates of the median, whereas median regression gives unbiased results (14). Because the correct transformation to achieve normality is unknown for any given outcome variable, nonparametric median regression can be used as an alternative.

Quantile regression can be used for continuous outcome data that may not be normally distributed, but this method should not be applied indiscriminately. For example, quantile regression is not appropriate for discrete ordinal data, for which proportional odds logistic regression may be appropriate; also, it may not be appropriate for multimodal data. If only a comparison of central tendency across groups is needed, then comparison of adjusted medians may be of primary interest. If the full distribution across groups must be compared, then comparison of adjusted 25th, 50th, and 75th percentiles may be of interest. In this case, conflicting results may be obtained. For example, the adjusted 25th percentiles could be similar across groups, but the adjusted medians could be different. The reporting should make it clear that the groups are similar in the lower quartile, but different in the center.
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