Evaluation of the Performance of Randomized versus Fixed Time Schedules for Quality Control Procedures
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Background: Although minimum regulatory standards exist for determining QC testing frequency, decisions regarding when and how to run QC samples are not standardized. Most QC testing strategies test control samples at fixed time intervals, often placing the samples in the same position on an instrument during subsequent QC events and leaving large gaps of time when control samples are never run, yet patient samples are being tested.

Methods: Mathematical derivations and computer simulation were used to determine the expected waiting time between an out-of-control condition and the next scheduled QC test for various QC testing strategies that use fixed or random intervals between QC tests.

Results: Scheduling QC tests at fixed intervals yields an average time between the occurrence of an out-of-control error condition and the next scheduled QC test that is equal to half of the fixed time interval. This performance was the best among the QC scheduling strategies investigated. Near-optimal performance, however, was achieved by randomly selecting time intervals between QC events centered on the desired length of time between QC events with fixed time intervals. © 2007 American Association for Clinical Chemistry

Traditionally, performance evaluation of QC strategies has focused on the power of QC rules to detect out-of-control error conditions when QC testing is performed. Relatively little has been written regarding the effect of the frequency of QC testing on QC performance, although CLIA regulations set minimum standards for QC frequency (1). Specifically, QC testing is required to be performed during “each day of testing” and must follow the manufacturer’s instructions for control testing if they exceed these requirements.

Until equivalent QC testing has been scientifically proven to supplant the need for QC or unless a control sample is run with every patient sample, traditional QC strategies will leave intervals of time during which patients are being tested, but controls are not running. Of specific concern is a tendency for most laboratories to run controls at relatively fixed intervals that are the same each day. The net effect of this strategy is to allow certain periods of time in the analytical testing process when patient testing is performed, yet QC samples are never run.

Workflow in the laboratory can be broadly separated into batch mode processes and continuous mode processes. Most of the theory of how to design a good QC strategy has been based on batch mode processes, for which the batch is often referred to as an analytical run. For batch mode processes, the 2 main design parameters that determine the performance of a QC procedure are the number of QC samples in the analytical run and the QC rules that are applied to the control sample results.

For continuous mode processes, a 3rd important design parameter that must be specified is when to schedule QC testing. During the operation of a continuous mode process, events will occur that are known to pose an increased risk of system malfunction, such as reagent change or system maintenance. QC testing is generally
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scheduled immediately after these events. During the operation of a continuous mode process, however, there is also the chance that an out-of-control error condition may occur unpredictably, at any point in time, and adversely affect subsequent patient samples until the error condition is detected and corrected.

We investigated different strategies for specifying when QC testing is performed in situations in which there is no expectation of an increased risk of system malfunction at any particular time during the day. All strategies are required to have the same rate of QC testing (the same average interval length between QC events). The length of time that a process is out-of-control after an error condition occurs can be divided into 2 segments: the interval from the onset of the error condition until the next scheduled QC testing time, and the interval from the 1st QC testing time after the error condition occurs until the error condition is detected. The length of the 1st time segment depends solely on the QC scheduling strategy. The length of the 2nd time segment is dependent on the type of out-of-control error condition, the power of the QC rules to detect the error, and the average length of time between QC events. Therefore, the primary outcome measure of interest in this study was the effect of QC scheduling on the expected length of time between the occurrence of an out-of-control error condition and the next scheduled QC testing time.

A 2nd outcome measure of interest was the length of time to the next scheduled QC event as a function of the time of day. Ideally, the expected length of time to the next scheduled QC event (or since the last scheduled QC event) should be independent of the time of day that a patient sample is tested. The goal is to identify strategies that have near optimal performance with respect to the lag time between the occurrence of an out-of-control error condition and the next scheduled QC testing time while also allowing QC testing to be performed at varying times throughout the day.

For some laboratory batch mode processes, QC position within the batch may play a role similar to that of QC scheduling over time in a continuous workflow system. Examples might include batch testing performed with samples on a multiple-well plate or on a wheel that holds multiple samples in numbered positions. We focus on continuous workflow testing systems and do not further discuss batch mode testing.

**Materials and Methods**

The different approaches to QC testing schedules that we evaluated can be categorized into 4 strategies: strategy 1, QC events scheduled at fixed time intervals; strategy 2, QC events randomly scheduled within fixed time intervals; strategy 3, QC events scheduled at random intervals; and strategy 4, 1 QC event scheduled at a random interval, followed by a series of N QC events scheduled at fixed intervals. For purposes of this study, a QC event is 1 or more assayed QC samples with subsequent QC rule evaluation.

The length of fixed intervals between QC events is denoted \( t \). For QC events randomly placed within fixed intervals (strategy 2), the time of the QC event measured from the beginning of the interval is denoted \( \gamma \), where \( \gamma \) is a random variable with probability distribution \( g(\gamma) \), \( 0 \leq \gamma \leq 1 \). The time to the next QC event for randomly scheduled QC intervals (strategies 3 and 4) is defined as \( I(1 + \delta) \) from the current QC event, where \( \delta \) is a random variable with mean = 0 and probability distribution \( g(\delta) \), \( \delta \geq -1 \).

A convenient probability distribution to use for the random scheduling of QC events is the beta distribution, denoted Beta\((a,b)\). The beta distribution is defined over the range \((0,1)\). When the 2 parameters are equal, the distribution Beta\((1,1)\) is symmetric, with mean = \( \frac{1}{2} \) and variance = \( \frac{1}{12} \). Beta\((1,1)\) is equivalent to a Uniform\((0,1)\) distribution. As the parameter \( a \) increases, the variance of the distribution decreases and the shape of the distribution looks more like a bell-shaped curve. Fig. 1 shows examples of the Beta\((a,a)\) distribution for various values of the parameter \( a \).

Random scheduling for strategy 2 is demonstrated by use of \( y \) values randomly selected from Beta\((1,1)\) and Beta\((3,3)\) distributions. Random scheduling for strategies 3 and 4 is demonstrated with \( \delta \) values that are computed as \( \delta = w(2x - 1) \), where \( w \) is a fixed constant between 0 and 1 and \( x \) is Beta\((1,1)\) or Beta\((3,3)\). Thus, \( \delta \) will have a mean = 0 and will be randomly distributed between \( \pm w \).

The primary performance measure of interest is the expected length of time between the occurrence of an out-of-control error condition and the next scheduled QC event. It is assumed that the probability of occurrence of an out-of-control error condition can be modeled by an exponential distribution with the mean time between out-of-control error conditions large compared with the
interval of time between QC events. The probability that an out-of-control error condition occurs in a particular interval between 2 QC events is proportional to the length of the interval. In addition, the position within the particular interval where the error condition occurs will be approximately uniformly distributed over the interval (2). These assumptions are used to mathematically derive and confirm by computer simulation estimates for the average length of time between the random occurrence of an out-of-control condition and the next scheduled QC event.

Computer simulations set the average interval between QC events at 8 h for all of the evaluated scheduling strategies. The probability of an out-of-control error condition is modeled by use of an exponential distribution with a mean time between occurrences of out-of-control error conditions set at 30 days. For each simulated trial, the time of occurrence of the out-of-control error condition is randomly generated and QC event times are scheduled until a QC event time follows the time of occurrence of the error condition. The average difference between the time of the out-of-control error condition and the time of the subsequent QC event is computed from 100 000 simulated trials.

The secondary outcome measure is the average length of time to the next scheduled QC event as a function of time of day. For a given QC scheduling strategy, QC event times were scheduled over a 365-day period. The length of time to the next QC event was calculated at different times throughout the day (12:30 AM to 11:30 PM in 1-h increments) for each of the 365 days, and the average length of time was computed.

Results
The expected times from the occurrence of an error condition to the next scheduled QC event for each of the 4 basic types of QC testing schedules were derived mathematically. The details of the derivations are given in the Data Supplement that accompanies the online version of this article at http://www.clinchem.org/content/vol53/issue4. Letting \( T_Q \) represent the time from the occurrence of an out-of-control error condition until the next scheduled QC event, the expected times for the 4 general strategies were as follows:

\[
E(T_Q) = \frac{1}{2} \left( 1 + \frac{w^2}{(N + 1)(2a + 1)} \right) \quad (1)
\]

Fixed interval QC scheduling (strategy 1) gives the minimum average length of time between the occurrence of an out-of-control error condition and the next scheduled QC event, which is equal to half of the fixed interval length. The increase in the expected time between an error condition and the next scheduled QC event for the randomly scheduled QC strategies depends on the variance of the probability distribution used for the random scheduling. A scheduling strategy that randomly selects the time intervals between QC events (strategy 2) has a shorter expected time between the occurrence of an out-of-control error condition and the next scheduled QC event than a scheduling strategy that uses the same probability distribution to randomly place QC events within fixed time intervals (strategy 2). The scheduling strategy that selects a random interval for the next QC event and then follows it with a series of QC events at fixed intervals (strategy 4) has an expected time between the occurrence of an out-of-control error condition and the next scheduled QC event that decreases as the number of fixed interval QC events following each random interval increases. Table 1 gives values for \( E(T_Q) \) for a number of different QC schedules covering the 4 strategies. In all cases the average interval between QC events is 8 h.

Assuming that a Beta(\( \alpha, \alpha \)) distribution is used to generate the random time intervals for strategy 4, then the expected time between the occurrence of an out-of-control error condition and the next scheduled QC event is given by the following equation:

\[
E(T_Q) = \frac{1}{2} \quad (2)
\]

\[
E(T_Q) = \frac{1}{2} \left( 1 + 2 \text{ var } (\gamma) \right) \quad (3)
\]

### Table 1. Expected time from the occurrence of an error condition to the next scheduled QC event for different QC scheduling strategies.

<table>
<thead>
<tr>
<th>QC schedule</th>
<th>Expected time from error to next QC event (min)</th>
<th>Simulation average ((N = 100 000))</th>
</tr>
</thead>
<tbody>
<tr>
<td>8-h fixed intervals</td>
<td>240.0</td>
<td>240.2</td>
</tr>
<tr>
<td>Random within 8 h fixed; Beta(1,1)</td>
<td>280.0</td>
<td>280.2</td>
</tr>
<tr>
<td>Random within 8 h fixed; Beta(3,3)</td>
<td>257.1</td>
<td>256.6</td>
</tr>
<tr>
<td>Random intervals 8 ± 4 h; Beta(1,1)</td>
<td>260.0</td>
<td>260.1</td>
</tr>
<tr>
<td>Random intervals 8 ± 4 h; Beta(3,3)</td>
<td>248.6</td>
<td>249.0</td>
</tr>
<tr>
<td>Random intervals 8 ± 2 h; Beta(1,1)</td>
<td>245.0</td>
<td>245.0</td>
</tr>
<tr>
<td>Random intervals 8 ± 2 h; Beta(3,3)</td>
<td>242.1</td>
<td>242.5</td>
</tr>
<tr>
<td>Random 8 ± 4 h, Beta(1,1) + two 8 h fixed</td>
<td>246.7</td>
<td>246.3</td>
</tr>
<tr>
<td>Random 8 ± 4 h, Beta(3,3) + two 8 h fixed</td>
<td>242.9</td>
<td>243.2</td>
</tr>
<tr>
<td>Random 8 ± 2 h, Beta(1,1) + two 8 h fixed</td>
<td>241.7</td>
<td>242.3</td>
</tr>
<tr>
<td>Random 8 ± 2 h, Beta(3,3) + two 8 h fixed</td>
<td>240.7</td>
<td>241.4</td>
</tr>
</tbody>
</table>
This strategy allows for 3 design parameters that can be chosen to balance the increase in $E(T_Q)$ and the degree of variability in the time of day that QC events are scheduled: the parameter for the Beta distribution ($a$), the half width of the random interval ($w$), and the number of fixed QC intervals following each random interval ($N$). In general, increasing the Beta parameter, $a$, decreasing the interval half width, $w$, or increasing the number of fixed intervals, $N$, will decrease $E(T_Q)$ and also decrease the rate at which QC event times disperse throughout the day.

Fig. 2 gives examples of a fixed interval schedule and 2 different strategy 4 scheduling schemes that were designed so that $E(T_Q)$ was 1% greater than $E(T_Q)$ for a fixed interval strategy. In Fig. 2B, $a = 2.625$, $w = 2$ h, and $N = 0$. In panel C, $a = 1.583$, $w = 4$ h, and $N = 5$. Fig. 3 shows the expected length of time to the next scheduled QC event as a function of time of day for the 3 different QC schedules. The expected wait time to the next scheduled QC event is highly dependent on the time of day for the fixed interval schedule, but the 2 random schedules have expected wait times that are nearly independent of the time of day.

**Discussion**

The original goal of this study was to devise a QC testing strategy that scheduled QC events at different times throughout the day and at the same time minimized the average length of time between an out-of-control condition and the next scheduled QC event. QC samples are generally run at the beginning of each shift or at some other time that is convenient to laboratory operation. A way to overcome these restrictions is to use sampling methods that ensure that the entire system is being tested with QC. Patient samples may be run at any time of the day, so it seems logical that control testing should also be performed at any time that patients might be tested. Ideally, the length of time from the testing of a patient sample until QC testing is performed should not depend on what time of day the patient sample was tested. This idea appears to be surprisingly novel for QC practices in a clinical laboratory.

Only a few papers have appeared in the laboratory medicine literature that address the issue of when to schedule QC events. Neubauer et al., using a combination of expert opinions, computer simulations of customary cost models, and review of literature, looked at the optimal frequency of QC testing for automatic multichannel analyzers (3). They concluded that the optimal number of samples between controls should be between 30 and 100. Steindel and Tetrault used a College of American Pathologists Q-Probes study to assess QC practices in hospital laboratories (4). Their study found wide variability in QC frequency, QC rule use for data analysis in determining out-of-control events, and response to out-of-control events, highlighting the lack of standardization in the laboratory community with regard to QC procedures. Concluding that a need exists for new approaches to QC on modern automated analyzers, Steindel and Tetrault recommended the use of patient results to supplement the infrequent analyses of control materials and emphasized the need for simplification of QC systems (4). Parvin and Gronowski discussed the arbitrary definition of an analytical run in the modern clinical laboratory (5). They defined performance measures that accounted for different definitions of an analytical run within the overall QC strategy and used statistical analysis to evaluate the performance of different analytical run definitions for detecting when the process is out of control. Their analyses were based on the assumption that an out-of-control condition can occur with equal probability anywhere within a run and will remain present until detected.
NCCLS guidelines discuss the concept of an “analytical run” as being defined by the time or number of analyses for which the measurement process is stable (6). The document does not define or endorse any specific QC strategy for an individual device. It describes the concepts of Manufacturer’s Recommended Run Length and User’s Defined Run Length, stating that there currently are no well-accepted methods for establishing run lengths in a more scientific manner. Furthermore, the document makes no specific recommendations regarding the location of control samples within a run, but it does discuss defining a User’s Defined Run Length as either a batch of samples or a time interval. Several alternative strategies for placing control samples within a run are discussed, but no specific strategy is endorsed.

This study was intended to address concerns regarding limitations in traditional QC scheduling practices. Specifically, there is a tendency for most laboratories to run QC at fixed points in time that do not vary from day to day. This type of QC testing strategy leaves large gaps of time during which patient samples are run but QC testing is never performed. Traditional QC testing strategies therefore are at least theoretically in violation of the spirit of the CLIA regulations (1). CLIA regulations explicitly state “Test control materials in the same manner as patient specimens.” Furthermore, the regulation states that the control procedures must “Monitor over time the accuracy and precision of test performance that may be influenced by changes in test system performance and environmental conditions, and variance in operator performances.”

Out-of control situations are relatively infrequent events. It is not possible to accumulate sufficient real-time QC data for comparing the efficacy of different testing strategies. We used both statistical modeling and computer simulation to compare a variety of different QC scheduling strategies: with testing at fixed time intervals, random time intervals, and a combination of both. Our findings demonstrate that fixed time intervals between QC events will detect persistent out-of-control situations sooner on average than other QC scheduling strategies. If a laboratory is interested only in minimizing the expected time to detect an error condition, then a fixed interval QC scheduling strategy should be used. However, when other issues are also of concern, such as assuring that the expected length of time until QC testing is performed is independent of the time of day that a sample is tested, then this work shows how a random QC scheduling strategy can accomplish this. It should be noted that employing a fixed time interval between QC events that is not evenly divisible into a 24-h day will also accomplish the goal of varying the time of day of QC events, but in a nonrandom way.

It might appear that a QC scheduling strategy that randomly places QC events within fixed time intervals (strategy 2) and a QC scheduling strategy that randomly selects the length of time to the next QC event (strategy 3) are effectively equivalent. Although both of these strategies accomplish the goal of randomly distributing QC events throughout the day, however, the performance of the 2 approaches is clearly different with respect to the expected length of time between the occurrence of an out-of-control error condition and the next scheduled QC event.

To be workable, any strategy that involves changing the time of day when QC is scheduled will require some type of automated system to remind a technologist when to perform QC. Such a system should be easily programmable into existing laboratory instrumentation or laboratory information systems if the laboratory community adopts this strategy as a standard practice.
Finally, this work demonstrates the valuable role that statistical thinking and theory can play in laboratory QC design and evaluation. The insight gained from the theoretical derivations of the expected lengths of time from the occurrence of an out-of-control error condition to the next scheduled QC event for the various QC scheduling strategies ultimately led to the discovery of a design strategy that can balance the 2 goals of minimizing the expected time from the occurrence of an out-of-control error condition to the next scheduled QC event and enabling the scheduling of QC events throughout the day.
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