Continuous Age- and Sex-Adjusted Reference Intervals of Urinary Markers for Cerebral Creatine Deficiency Syndromes: A Novel Approach to the Definition of Reference Intervals
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BACKGROUND: Urinary concentrations of creatine and guanidinoacetic acid divided by creatinine are informative markers for cerebral creatine deficiency syndromes (CDSs). The renal excretion of these substances varies substantially with age and sex, challenging the sensitivity and specificity of postanalytical interpretation.

METHODS: Results from 155 patients with CDS and 12,507 reference individuals were contributed by 5 diagnostic laboratories. They were binned into 104 adjacent age intervals and renormalized with Box–Cox transforms (\(\Xi\)). Estimates for central tendency (\(\mu\)) and dispersion (\(\sigma\)) of \(\Xi\) were obtained for each bin. Polynomial regression analysis was used to establish the age dependence of both \(\mu[\log(\text{age})]\) and \(\sigma[\log(\text{age})]\). The regression residuals were then calculated as \(z\)-scores = \(\Xi - \mu[\log(\text{age})]\)/\(\sigma[\log(\text{age})]\). The process was iterated until all \(z\)-scores outside Tukey fences ±3.372 were identified and removed. Continuous percentile charts were then calculated and plotted by retransformation.

RESULTS: Statistically significant and biologically relevant subgroups of \(z\)-scores were identified. Significantly higher marker values were seen in females than males, necessitating separate reference intervals in both adolescents and adults. Comparison between our reconstructed reference percentiles and current standard age-matched reference intervals highlights an underlying risk of false-positive and false-negative events at certain ages.

CONCLUSIONS: Disease markers depending strongly on co-variates such as age and sex require large numbers of reference individuals to establish peripheral percentiles with sufficient precision. This is feasible only through collaborative data sharing and the use of appropriate statistical methods. Broad application of this approach can be implemented through freely available Web-based software.
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Testing for creatine deficiency syndromes (CDSs)10 is required when patients manifest unexplained intellectual disability, delayed expressive speech and language development, autistic behavior, and seizures. The most common screening test for CDSs concurrently measures the urinary concentrations of creatinine (crn), creatine (CRE), and guanidinoacetic acid (GAA). Increased GAA, increased GAA/crn ratio, and decreased CRE/GAA ratio are informative markers of guanidinoacetate methyltransferase (GAMT) deficiency. Decreased GAA, decreased GAA/crn ratio, and increased CRE/GAA ratio define the biochemical phenotype of arginine:glycine amidinotransferase (AGAT) deficiency. Finally, increased CRE, increased CRE/crn ratio, and increased CRE/GAA ratio are usually but inconsistently found in males with the X-linked creatine transporter (CRT) defect (1–4). In symptomatic CRT female carriers, these 3 markers are at the high end of the respective reference...
interval but rarely frankly increased. The normalization by crn attempts to correct for different degrees of urine concentration and relies on the assumption that the tubular excretion and reabsorption of these compounds is similar. However, preliminary evidence suggests that the synthesis of GAA within renal epithelial cells and subsequent transmembrane transport of CRE and GAA are not synchronized [5–8]. Urinary crn concentration depends on many factors, among which age and sex are important covariates. After birth, mean urine crn declines for approximately the first month before rising steadily in response to increasing muscle mass and anabolism, reaching a maximum and gradually leveling off at approximately 18–20 years of age. This characteristic age-dependent pattern may be quite different from unrelated endogenous compounds that are excreted in urine. Because a disease marker in urine is often expressed as a ratio to the crn concentration, such a ratio will have its own specific age dependence, which needs to be corrected for when calculating reference and medical decision limits. Reference limits that are age dependent are generally calculated in separated age intervals. This procedure may result in abrupt discontinuities at the interval borders, which is a definite disadvantage. Such discontinuities are frequently seen in pediatric medicine [9–10], although they could be avoided with the use of different types of regression methods [11].

Cohorts containing at least 120 individuals are recommended to establish reference limits with 90% CIs for a variable that exhibits a unimodal and uniform distribution [12]. When separated age bins are needed to describe the different age ranges properly, the total number of individuals should be 120 multiplied by the number of bins. This requirement can be somewhat lessened by the use of regression methods, which tie the different bins together, but the number requirement must be further expanded if there are other covariates (e.g., sex) that must be corrected for. Because the cumulative prevalence of CDS is very low, routine results deemed to be uninformative can be used retrospectively for the calculation of reference limits. When several thousand results are available, the central part of the distribution constitutes a fairly adequate reference population after cases identified as outliers have been excluded.

The purpose of the present study was to establish continuous age-corrected reference limits for the CRE/crn and GAA/crn ratios. To achieve this with sufficient precision, a collaborative effort was initiated among 6 reference laboratories from different geographical sites. Combination of the data in 1 pool was based on finding sufficiently similar medians along the age axis between the different sites.

### Methods

#### STUDY POPULATION AND ANALYTICAL METHODS

We collected reference data inclusive of age at collection and sex from 5 different laboratories (range of number of samples contributed was 1880–3287) that used similar analytical methods (see Supplemental Table 1, which accompanies the online version of this article at http://www.clinchem.org/content/vol61/issue5). These clinical specimens had been previously defined as uninformative for CDS and provide the basis for the statistical modeling. An additional laboratory contributed a smaller set (n = 438) of children with autistic spectrum disorder who were tested to rule out a possible CDS (Table 1). This group was processed separately for independent verification of the validity of the proposed model. True positive samples were diagnosed with either AGAT (n = 3), GAMT (n = 32), or CRT deficiency (n = 120). At least 84 of these cases have been reported previously in peer-

---

### Table 1. Age distributions of reference individuals provided by different sites.

<table>
<thead>
<tr>
<th>Site</th>
<th>Age range</th>
<th>Months</th>
<th>Years</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0-3</td>
<td>3-6</td>
<td>6-12</td>
</tr>
<tr>
<td>1</td>
<td>82</td>
<td>55</td>
<td>148</td>
</tr>
<tr>
<td>2</td>
<td>502</td>
<td>158</td>
<td>211</td>
</tr>
<tr>
<td>3</td>
<td>39</td>
<td>29</td>
<td>77</td>
</tr>
<tr>
<td>4</td>
<td>288</td>
<td>106</td>
<td>176</td>
</tr>
<tr>
<td>5</td>
<td>56</td>
<td>67</td>
<td>164</td>
</tr>
<tr>
<td>Subtotal</td>
<td>967</td>
<td>415</td>
<td>776</td>
</tr>
<tr>
<td>6 (verification)</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Total</td>
<td>968</td>
<td>415</td>
<td>776</td>
</tr>
<tr>
<td>Male prevalence, %</td>
<td>60</td>
<td>55</td>
<td>56</td>
</tr>
</tbody>
</table>
reviewed publications (13–14), and all were confirmed by combinations of molecular analysis, magnetic resonance spectroscopy, and enzymatic analysis. The specimens included in this study were collected before treatment. All laboratories have participated in external quality programs with satisfactory results.

STATISTICAL ANALYSIS

We partitioned the combined data into equally sized bins (n = 120) and used the Horn algorithm (15) within each bin to establish a simple polynomial relationship, preferably a first-order polynomial, i.e., a straight line, between the marker (X or a transform thereof, \( \Xi \)) and its corresponding z-score. By this approach, it is possible to calculate estimates for expected value \( \mu \) and SD \( \sigma \) by means of first-order regression analysis, and any measured value can be converted to a z-score \( ((\Xi - \mu)/\sigma) \) or its corresponding percentile in the reference population, analogous to the approach commonly used with bone density measurements or growth charts in pediatric practice. Both \( \mu \) and \( \sigma \) typically depend on sex, age, and possibly other covariates but can be expressed as continuous functions of these factors, preferably by use of low-order polynomials where the coefficients are obtained by regression analysis.

After calculating z-scores corrected for the covariates, we removed statistical outliers with Tukey fences. A Tukey factor of 2 excluded samples with Tukey fences. A flow chart of the method. Polynomial regression (order 3) was sought to make the relation between \( Y_i \) and \( X_i \) as linear as possible. We use the abbreviated notation “[B – C]” when 2 subpopulations with different \( \lambda \) values are combined within the same bin (see Eqs. (2) and (3)). Estimated expected value \( (\mu) \) and SD \( (\sigma) \) of Box–Cox transformed marker values within each age bin were determined by the Horn method. Polynomial regression (order 3) on transformed parameters \( \mu \) and \( \sigma \) vs log(age) (Briggs logarithm to base 10) established age-continuous curves for these estimates in separate age segments, which could be seamlessly connected at their borders. A flow chart of the statistical estimation procedure is shown in online Supplemental Fig. 1. We used ANOVAs with Student–Newman–Keuls post hoc tests to identify group differences on the basis of z-scores. We then applied the Gowers criterion to statistically significant differences to evaluate biological significance (17). The latter considers a subgroup [bias] <0.25 z-score units to be less biologically relevant and may thereby allow combination of subpopulations. In addition, this technique was supported by the application of a partition rule (18). To use combined reference limits, this rule requires that all proportions of the subgroup distributions cut off by the reference limits of the combined distribution should lie in the interval 0.9%–4.1%.

Nonparametric estimation of quantiles was performed by bootstrap resampling. This also allowed for calculation of 90% CIs on the estimates.

Results

ADJUSTMENT FOR AGE

After exclusion of outliers, 103 complete bins remained (see details below). It was not possible to find a unique Box–Cox \( \lambda \) for CRE/crn or GAA/crn that rendered the z-score plot rectilinear over the major part of its central course (−1.96 < z-score < 1.96). The curve always appeared kinked. This is illustrated in online Supplemental Fig. 2 for various age cohorts when \( \lambda = 0.45 \). However, it was noted that for values below a fixed threshold value = \( T, \lambda = 0.10 \) gave a rectilinear z-score plot in that interval (data points denoted by blue circles in online Supplemental Fig. 3). The \( T \) values were 30 and 8 \( \mu \) mol/mmol for CRE/crn and GAA/crn, respectively. The z-score regression equation could then be written

\[
z_i = a + b \times \xi_i + e_i; \quad i = 1, \ldots, k
\]

where \( e_i \) represents the regression residual.

Above \( T, \lambda = 0.45 \) resulted in a straight line relationship between z-scores and the Box–Cox transformed values. These data points are denoted by black circles in online Supplemental Fig. 3.

\[
z_i = c + d \times \xi_i + e_i; \quad j = k + 1, k + 2, \ldots, 120.
\]

where \( e_i \) represents the regression residual.

The transformed values at threshold were \( T = [B - C; 0.10] T \) and \( t = [B - C; 0.45] T \), whereas \( T \) appeared to be largely invariant with respect to age, as shown in online Supplemental Fig. 2. The 2 optimal Box–Cox \( \lambda \) values 0.10 and 0.45 were chosen to give a maximal Pearson correlation coefficient \( r \) between z-score and transformed marker value within each of the 2 selected intervals. To have the same rectilinear relationship within a bin between z-scores and transformed values above and below \( T \), a first-order transformation (linear shift) of the \( \xi \) values was applied:

\[
\psi_j = \alpha + \beta \times \xi_i.
\]

To preserve continuity at the threshold, \( \alpha \) is uniquely determined by \( \beta \) according the following equation:
From Eqs. (4) and (5),

\[ \psi_i = t + \beta \times (\xi_i - \tau). \]  

The 2 variables are now connected by a single parameter \( \beta \). In online Supplemental Fig. 3, \( \psi_i \) is symbolized by filled red circles. To let \( \psi \) have the same statistical properties as \( \lambda \) (same expectation value and same SD), \( \psi_i \) and \( \lambda_i \) should belong to the same linear regression line of \( z \)-score values. Because the upper part of the \( z \)-score curve (above the threshold) has the highest number of regression points, those coefficients were determined first, before adjusting the regression equation of the lower part to the upper part:

\[ z_i = \hat{\psi} + \hat{d} \times \psi_i + e_i = \hat{\psi} + \hat{d} \times (\alpha + \beta \times \xi_i) + e_i; \]

\[ i = 1, 2, \ldots, k, \]  

where \( \hat{\psi} \) and \( \hat{d} \) are estimates already determined from regression analysis on Eq. (3). Equation (7) may be rearranged for the determination of \( \beta \):

\[ W_i = z_i - \hat{\psi} - \hat{d} \times \psi_i = \beta \times (\xi_i - \tau) \times \hat{d} + e_i = \beta \times \phi_i + e_i. \]  

The best estimate for \( \beta \) by the method of least squares is then:

\[ \hat{\beta} = \sum_{i=1}^{k} W_i \times \phi_i / \sum_{i=1}^{k} \phi_i^2. \]  

Beta as a function of log age is shown in online Supplemental Fig. 4, and the coefficients for the estimated polynomials describing the central course are presented in online Supplemental Table 2. Having estimated a function \( \beta \) that combines transformed values below and above the threshold, \( \psi_i \) can be calculated from Eq. (6). The final, combined regression equation within a specific age bin is

\[ z_i = A + B \times \Xi + \eta; \]  

\[ i = 1, 2, 3, \ldots, n, \]  

where \( \Xi = \psi_i \) for \( i \leq k \) and \( \xi_i \) elsewhere; \( \eta \) denotes the residuals.

Equation (10) can now be used to calculate estimates for expectation value:

\[ \hat{\mu} = A / \hat{B}, \]  

and SD:

\[ \hat{\sigma} = 1 / \hat{B}, \]  

within each bin. As with \( \hat{\mu} \) and \( \hat{\sigma} \), \( \beta \) will be a function of the covariate log age.

Having established expressions for \( \beta \), the parameters \( A \) and \( B \) in Eq. (10) can be estimated for each age bin. The resulting estimates for \( \hat{\mu} \) and \( \hat{\sigma} \) are depicted in Fig. 1 and with polynomial regression applied to adjacent age segments:

\[ \hat{\mu} \text{ or } \hat{\sigma} = D_0 + [D_1 \times \log(\text{age})] + [D_2 \times \{\log(\text{age})\}]^2 \]

\[ + [D_3 \times \{\log(\text{age})\}]^3 + F_i, \]  

where \( F_i \) is the residual term. Estimates for the regression coefficients are shown in online Supplemental Table 3.
The following formula then converts every measured value $X$ to a $z$-score:

$$z_i = \frac{\Xi_i - \mu[\log(\text{age}_i)]}{\sigma[\log(\text{age}_i)]} \quad i = 1, 2, \ldots, N$$

(14)

The final $z$-scores were shown to follow a standard normal distribution, by which the grand mean and SD can be found as well as the corresponding subgroup estimates.

In the data set available for this study, the whole estimation process comprising Eqs. (2)–(14) was repeated twice for CRE/crn and 4 times for GAA/crn, leaving 2 (0.02%) low and 36 (0.29%) high outliers for CRE/crn and 35 (0.28%) low and 56 (0.45%) high outliers for GAA/crn. Hence, after outlier exclusion, the final values for $N$ in Eq. (14) were 12469 and 12416 for CRE/crn and GAA/crn, respectively.

### ADJUSTMENT FOR SEX

Visual inspection of mean $z$-scores from each age bin showed an unequivocal sex difference both for CRE/crn and GAA/crn. Even in early childhood, females had higher values than males. The difference was statistically significant, was augmented in the course of adolescence (>13.5 years of age), and persisted throughout the adult period. The differences are shown in Table 2. Despite statistical significance, the Gowans criterion suggests that combined reference limits might be adequate for both sexes during childhood for both markers. This conclusion is also supported by another partitioning rule that also includes the effect of unequal SDs (18). However,

### Table 2. Combined and sex-specific estimates of $z$-scores for Box-Cox transformed marker values.$^a$

<table>
<thead>
<tr>
<th>Age, years</th>
<th>Both sexes</th>
<th>Female</th>
<th>Male</th>
<th>Sex difference</th>
<th>t</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>CRE/crn ratio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;13.5</td>
<td>n</td>
<td>10374</td>
<td>3679</td>
<td>6695</td>
<td>Mean</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.991</td>
<td>0.960</td>
<td>1.005</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Less than 2.5th percentile$^b$</td>
<td>2.0</td>
<td>2.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>More than 97.5th percentile$^b$</td>
<td>2.4</td>
<td>2.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;13.5</td>
<td>n</td>
<td>2095</td>
<td>880</td>
<td>1215</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.996</td>
<td>0.934</td>
<td>0.992</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Less than 2.5th percentile$^b$</td>
<td>1.0</td>
<td>4.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>More than 97.5th percentile$^b$</td>
<td>3.0</td>
<td>1.8</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GAA/crn ratio</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;13.5</td>
<td>n</td>
<td>10343</td>
<td>3664</td>
<td>6679</td>
<td>Mean</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>0.988</td>
<td>0.987</td>
<td>0.981</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Less than 2.5th percentile$^b$</td>
<td>2.2</td>
<td>2.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>More than 97.5th percentile$^b$</td>
<td>1.9</td>
<td>2.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>&gt;13.5</td>
<td>n</td>
<td>2073</td>
<td>868</td>
<td>1205</td>
<td>Mean</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>1.028</td>
<td>1.090</td>
<td>0.947</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Less than 2.5th percentile$^b$</td>
<td>2.8</td>
<td>2.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>More than 97.5th percentile$^b$</td>
<td>5.8</td>
<td>1.9</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$^a$ Values in bold exceed the bias criteria.

$^b$ Portions in subpopulations lying outside the combined reference limits (%).
both procedures point to the necessity of correction for sex in adolescents and adults.

Because of significant sex z-score differences with ages >13.5 years and the sex ratio varying significantly between sites in this age range (see Table 1), the effect of site was examined only for ages <13.5 years. The results are shown in Table 3. Despite the statistical significance, the Gowans criterion suggests that correction for level (mean differences) between sites should be unnecessary during the whole childhood for CRE/crn and for GAA/crn, except site 3. However, it is then obvious that it must be the difference in local SD that violates the partitioning rule for sites 3 and 6 and invalidates site-independent reference limits.

One may correct z-scores for sex and site differences with the following formula:

$$z_{\text{corrected}} = \frac{(z\text{-score} - \text{mean})}{\text{SD}},$$

(15)

where mean denotes the deviation from the combined mean and SD is the locally obtained SD of z-scores. The grand mean and global SD are approximately equal to 0 and 1, respectively.

VERIFICATION

The algorithms described above were applied for independent verification to the smaller set (n = 438) of patients with autism spectrum disorder and uninformative results for CDS. The z-score plot for age-corrected [B − C] CRE/crn appeared without outliers and was visually indistinguishable from a straight line (data not shown). The z-score mean and SD were −0.134 and 0.719, respectively. The z-score plot for [B − C] GAA/crn was also rectilinear, but contained 1 low and 1 high outlier (z-scores at −3.730 and 4.059, respectively). The z-score mean and SD were −0.002 and 0.814, respectively.

PERCENTILE CURVES

Conversely theoretical percentile curves can be constructed from Eq. (14) with concentration-specific dependent retransformation formulae. The results are illustrated in Fig. 2. The time course is not described by a single steady rise or fall throughout the age range, as in growth charts in children. Instead, there is a trough for CRE/crn and a peak for both CRE/crn and GAA/crn, and the variation in percentile form necessitates division into several age regions to describe them adequately with a low-powered polynomial (order cubic or less). This irregularity is greater for the median than for the dispersion. It is also interesting to note how patient values are located in relation to the 2.5%–97.5% percentile interval. The lack of patient data before 1 year of age must be viewed in the light of the difficulties of identifying characteristic clinical symptoms in that period. Nonparametric estimates seem also to correspond well with the parametric model (see online Supplemental Fig. 5, in which CIs are also represented).

Discussion

Reference limits on the basis of broad age bins may be misleading and lead to diagnostic misclassification. The

<p>| Table 3. Combined and site-specific estimates of z-score distribution for transformed values (age &lt;13.5 years).a |
|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|---------------------|</p>
<table>
<thead>
<tr>
<th>Ratio</th>
<th>All sites</th>
<th>Site 1</th>
<th>Site 2</th>
<th>Site 3</th>
<th>Site 4</th>
<th>Site 5</th>
<th>Site 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>10374</td>
<td>2842</td>
<td>1989</td>
<td>1290</td>
<td>2258</td>
<td>1995</td>
<td>394</td>
</tr>
<tr>
<td>Mean</td>
<td>0.000</td>
<td>−0.027</td>
<td>0.058</td>
<td>0.121</td>
<td>−0.030</td>
<td>0.001</td>
<td>7.125</td>
</tr>
<tr>
<td>SD</td>
<td>1.000</td>
<td>0.940</td>
<td>1.048</td>
<td>1.211</td>
<td>0.893</td>
<td>0.943</td>
<td>0.719</td>
</tr>
<tr>
<td>Less than combined 2.5th percentile</td>
<td>2.50</td>
<td>1.70</td>
<td>3.60</td>
<td><strong>6.20</strong></td>
<td>1.10</td>
<td>1.80</td>
<td><strong>0.50</strong></td>
</tr>
<tr>
<td>More than combined 97.5th percentile</td>
<td>2.50</td>
<td>2.10</td>
<td>2.80</td>
<td><strong>4.90</strong></td>
<td>1.50</td>
<td>2.40</td>
<td><strong>0.00</strong></td>
</tr>
<tr>
<td>n</td>
<td>10343</td>
<td>2831</td>
<td>1982</td>
<td>1289</td>
<td>2256</td>
<td>1985</td>
<td>392</td>
</tr>
<tr>
<td>Mean</td>
<td>0.000</td>
<td>−0.070</td>
<td>−0.065</td>
<td><strong>0.292</strong></td>
<td>−0.006</td>
<td>0.015</td>
<td>34.322</td>
</tr>
<tr>
<td>SD</td>
<td>1.000</td>
<td>0.954</td>
<td>0.998</td>
<td>1.064</td>
<td>0.941</td>
<td>0.996</td>
<td>0.814</td>
</tr>
<tr>
<td>Less than combined 2.5th percentile</td>
<td>2.50</td>
<td>2.50</td>
<td>3.70</td>
<td><strong>2.20</strong></td>
<td>1.60</td>
<td>2.60</td>
<td><strong>0.80</strong></td>
</tr>
<tr>
<td>More than combined 97.5th percentile</td>
<td>2.50</td>
<td>2.50</td>
<td>1.70</td>
<td><strong>5.60</strong></td>
<td>2.20</td>
<td>2.40</td>
<td><strong>0.80</strong></td>
</tr>
</tbody>
</table>

a Values in bold indicate sites that require either separate reference limits or a site-specific adjustment.
b Site group comparison (ANOVA).c Portions in subpopulations lying outside the combined reference limits (%).
present study took advantage of a large number of reference individuals (n = 12,507) from laboratory productions to circumvent the problems of obtaining samples from healthy children. This procedure tends to broaden the reference intervals and may therefore not be ideal. However, when the prevalence of the actual disease is low (as here for AGAT, GAMT, and CRT), and when positively identified disease cases are removed together with regression outliers, the central part of the z-score distribution of the remnant cases should constitute a relevant reference population.

The total laboratory production was reasonably distributed in a uniform manner along the transformed age axis. Polynomial regression was used to obtain continuous curves for central tendency and dispersion for the transformed markers in discrete age regions. An analogous regression procedure has been proposed (19). Special care was taken to keep the polynomial order as low as possible and to avoid discontinuous jumps when crossing age limits. Examination of the reference material revealed a peculiar property of the CRE/crn and GAA/crn distributions: it was not possible to linearize the whole course of the z-score curve with a single Box–Cox transformation. Two different lambdas, \( \lambda = 0.1 \) and 0.45, were needed, each in 1 of 2 separate sections of the curve, separated by a fixed threshold value of the marker. A linear transformation was then able to connect the 2 sections so that the major part of the z-score curve could be used in the estimation of its parameters \( \mu \) and \( \sigma \). To our knowledge, such a phenomenon has not been reported previously. The physiological basis for this behavior could be related to the production, reabsorption, and excretion of GAA and transport of CRE in the renal tubular cells.

The age variation is substantial for both the estimated central tendency (\( \mu \)) and dispersion (\( \sigma \)). The latter factor points to a heteroskedasticity that must be adequately corrected for in clinical practice. It is important to note the opposite course for CRE/crn and GAA/crn in the neonatal period, where the former decreases and the latter increases. Clinical awareness of these properties is essential to early diagnosis.

The present study has led to the recognition of age periods where either false-positive or, more concerning, false-negative events are likely to occur when applying published cutoff values for CRE/crn and GAA/crn, which are flat over broad age ranges (20–21). Review of available CRT cases illustrates the narrow demarcation between the upper reference limits and the lowest patient values after the first year of age. It remains to be determined where patient values are located in the neonatal period and during the first living year, and this will be critical information once an effective treatment becomes available for this disorder (22).

After correction for the continuous covariate age, z-scores may easily be used for group comparisons, e.g., between sexes and sites. It is important to check which statistically significant differences are biologically relevant with respect to reference intervals. Where differences in SD are also present, a partitioning rule (18) should be used. Females had significantly higher values of CRN/crn and GAA/crn than males for all ages. Nevertheless, it is known that symptomatic female carriers of the SLC6A8 defect do not show an increase of the CRE/crn ratio comparable to that in males. The mechanism behind this is not known, although it is reasonable to speculate that it could be attributed to differences in X-inactivation pattern in females. The reason for the sex differences is an open question.
difference in childhood needs further study, although differences in muscular mass may contribute to this effect in adolescence and adulthood.

The site-specific differences in z-score mean and SD may be related to instrumentation, standardization of sampling, and population properties. The conversion of values to age-corrected z-scores allows correction for such differences as illustrated in Eq. (15). This also applies to sex effects.

It could be argued that the outliers in the present parametric regression model may actually represent affected cases. Even if that were the case, their exclusion would have been the desired outcome for a process designed to determine reference intervals. Further outcome evaluation of these cases could be undertaken, but its completeness will likely be hampered by the necessity to contact ordering physicians at referring institutions, and in some cases by the length of time passed since the testing was done.

Many biomarkers for inborn errors of metabolism are measured in urine and divided by creatinine. So far, we have not encountered a urinary component other than CRE/crtn and GAA/crtn (as well as the absolute concentrations of CRE and GAA) that exhibits the peculiar kinked appearance of the z-score plots observed in this study. Amino acids, uric acid, and other purines and pyrimidines apparently do not exhibit such behavior (L. Mørkrid, unpublished observations). Other disease markers excreted in the urine should also be thoroughly investigated in large populations for similar properties before they are factored into diagnostic algorithms. In addition to the collection of a sufficient number of reference results, the type of analysis described here is labor intensive and requires extensive statistical experience. For this reason, we have incorporated these complex calculations and the resulting adjustments for age and other covariates in postanalytical interpretive tools for CDS in a Web-based multivariate pattern recognition software called Collaborative Laboratory Integrated Reports (CLIR) (https://clir.mayo.edu; access is password protected and requires user registration). CLIR is modeled after the Region 4 Stork worldwide collaborative project for laboratory quality improvement of newborn screening by tandem mass spectrometry (23–25). Like the newborn screening cluster of applications, our objective is to make them freely available to all interested users willing to share data and extend these applications to cover a broad spectrum of either clinical or research endeavors. This evidence-based approach could add substantial value to patient care by providing an environment conducive to standardization through normalization of z-scores, leading to enhanced interpretation of complex laboratory profiles that is driven by multivariate evidence and objective peer comparison.
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