On the Calculation of a "Reference Change" for Comparing Two Consecutive Measurements
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We describe a statistical method for calculating a "reference change," defined as that difference between two consecutive test results in an individual that is statistically significant in a given proportion of all similar persons. By allowing for variation in within-person variances, this procedure computes a reference change that is more specific (i.e., less prone to false positives) than that obtained directly from the distribution of observed differences between measurements. Moreover, the method may easily be extended to a test for trend in three successive measurements. The method has been applied to semi-annual measurements of serum calcium and alkaline phosphatase in 698 men and women enrolled in a large health-maintenance program. We believe that these ideas may also be usefully applied to successive laboratory tests in carefully defined patient populations—but this introduces special problems, which are discussed briefly.
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How significant is an observed change between two successive measurements? This must be a common problem in the clinical interpretation of laboratory data, as attested by surveys (e.g., refs. 1, 2) of physicians' opinions on the smallest changes in selected constituents that would indicate the need for follow-up activity in different types of patients. However, statistical studies of observed changes between test results have generally been concerned with establishing Delta-checks for improved control of laboratory procedures (3-7) rather than developing reference values for clinical use. One exception has been an analysis of weekly series of blood constituents in 37 healthy male volunteers (8). In this study, a method of calculating "reference changes" was proposed based on the distribution of within-person variances. In the present note, we apply this method to a much larger group of apparently healthy men and women for whom data were collected semi-annually for many years. The results should be more realistic for health-maintenance programs; for example, long-term analytical variation will show its effect. On the other hand, application of this method to hospital patients presents special problems, which we discuss briefly at the end.

Our data base, described in a recent paper (9) on subject-specific reference ranges, consists of results from 698 individuals: 412 men and 286 women, enrolled in the Perfect Liberty (PL) Health Control System in Japan. Under this program, screening, referral, and limited clinical services are currently provided in Osaka and Tokyo to over 16,000 persons, ages 20-70 years. Those contributing to the present study have undergone 15-18 semi-annual screening examinations. All blood samples were drawn between 0900 and 1100, after overnight fasting, and analyzed by continuous flow (Technicon SMA 12/60). Because our primary purpose here is to illustrate a method, we will present results for only two analytes: calcium and alkaline phosphatase (EC 3.1.3.1).

At present, the PL Health Control System is applying the concept of a reference change to successive differences observed among the first few serial measurements of a constituent, before the individual's own normal pattern over time has clearly emerged. The reference change is derived from the population of differences between consecutive results that have been obtained from all persons in the health-maintenance program (10, 11). Such populations have been found to be approximately gaussian with mean zero and variance, say \( \sigma^2_{ij} \), for the \( j \)-th constituent. The attending physician is alerted if the current result for that analyte differs by more than \( 2\sigma_{ij} \) from the previous result. Despite this assumption that the universe of differences is normally distributed, the method is basically nonparametric, and could be made completely so by selecting upper and lower percentiles instead of \( \pm 2\sigma_{ij} \). We say this because the distribution of observed differences represents the combined effects of many parameters which are not estimated under the current procedure. They include, for example, within-person variances each of which depends, in turn, on the serial correlation between observations of the analyte in that individual. We propose to deal with these underlying parameters explicitly, believing for reasons stated below that this will lead to a better choice of reference change values.

Statistical Methods

As stated in ref. 8, the essential statistical idea is to select as a reference change that difference between consecutive values that would be statistically significant (e.g., \( p \leq 0.05 \)) in a large majority of the individuals concerned. This requires taking into account within-person variance under steady-state conditions and the distribution of such variances across the selected population. In addition, some reasonable time-series model should be postulated to describe the expected statistical characteristics of repeated measurements within an individual. For example, such a model would allow for serial correlation, the size of which is likely to depend on the time interval between measurements. Assuming a simple autoregressive model, the variance of a difference between two successive observations in the \( i \)-th individual is given by the formula

\[
\text{Var}(x_i - x_{i-1}) = \sigma^2 \{(1 - \rho_i) + \rho_i \sigma^2 / \sigma_i^2 \} \\
\]

(1)

where \( \sigma^2 \) denotes the variance of repeated measurements in that individual; \( \rho_i \), the serial correlation between two consecutive measurements; and \( \sigma_i^2 \), the analytical variance included in \( \sigma^2 \). For the \( i \)-th individual, a suitable reference change might be a difference \( D_{ij} \), such that \( |D_{ij} / \sigma_{ij} | = 1.96 \), assuming that we are concerned with changes either up or down and that differences between measurements within
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an individual are normally distributed. For most constituents, \( \sigma^2 \) is not a constant, but varies from one person to another depending on individual behavior and physiological control mechanisms. Therefore, to arrive at a single reference change applicable to all individuals in the group, one must take this variation into account, and select a difference \( D_0 \) such that \( |D_0|/1.96 \) will exceed some specified proportion \( p \) of the \( \sigma_{d1} \) values in the population (e.g., 95\%). Expressing this condition more formally and writing \( P_r \) for "the probability that," we desire a value \( D_0 \) such that

\[
Pr \left( \sigma^2_{d1} \leq (D_0/1.96)^2 \right) = p
\]

Substituting for \( \sigma^2_{d1} \) the formula given in equation 1, this equation may be written

\[
Pr \left( (2\rho_1(1 - \rho_1) + \rho_1 \sigma^2/\sigma^2) \leq (D_0/1.96)^2 \right) = p
\]

or

\[
Pr \left( \sigma^2 \leq (D_0/1.96)^2 - 2\rho_1\sigma^2/(1 - \rho_1) \right) = p
\]

Undoubtedly, \( \rho_1 \) also varies from person to person, but to achieve any practical result, we shall have to substitute an average value for \( \rho_1 \), say \( \rho \). In studies of healthy individuals or outpatients on periodic recall, the interval between measurements is generally sufficiently long to reduce serial correlation to zero, at least on the average. This simplifies the preceding equation to the form,

\[
Pr \left( \sigma^2 \leq \frac{1}{2}(D_0/1.96)^2 \right) = p
\]

In this case, knowledge of the analytical variance \( \sigma^2 \) is not required. In the general case, when \( \rho \neq 0 \), an appropriate value for \( \sigma^2 \) is necessary; for example, it should include long-term variance if the time between measurements covers several months or weeks.

A further difficulty lies in the fact that the individual's true variance \( \sigma^2 \) must be estimated from a limited, often quite small, number of serial observations. Thus, even if \( \sigma^2 \) were the same for all individuals in the group, the observed variances \( s^2 \) would still exhibit statistical sampling variation. To resolve this problem, we use an equation previously derived (12), which allows estimating the variance of \( s^2 \) (Var \( s^2 \)) from the mean and variance of \( s^2 \). For ease of reference, this equation is restated in the appendix as equation A1. If \( \text{Var} \sigma^2 = 0 \) (i.e., all \( \sigma^2 \) are equal), then the variation in \( s^2 \) is due entirely to random sampling around a constant true variance. In this case, the estimate of \( \text{Var} \sigma^2 \) will be approximately zero, or at least very small relative to \( \text{Var} s^2 \).

Normality of Differences between Consecutive Measurements

In an individual series, this assumption may be tested empirically by plotting the differences on normal probability paper to see if an approximately straight line results. This is not feasible when hundreds of individuals and multiple analytes are involved. Therefore, as in earlier work (13), we used the Shapiro-Wilk test for this purpose. This powerful small-sample test produces a statistic \( W \), small values of which indicate nonnormality. Non-overlapping differences (e.g., \( x_2 - x_1, x_4 - x_3, \ldots \)) were tested to avoid introducing extraneous correlation. Of course, this reduced the number of differences to only half the number of actual measurements. With so many
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3 A theoretically more elegant test would treat each individual's vector of differences \((x_2 - x_1), (x_3 - x_2), \ldots, (x_n - x_{n-1})\) as a variable. Then, assuming that as far as differences between observations are concerned the individuals form a homogeneous group, these vectors could be tested for multivariate normality in a single F-test. However, the procedure described above offers more useful information because the individual W-statistics can be understood directly by referral to the original data.
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For individuals, it was clearly not appropriate to compare each value of \( W \) against, say, the 0.05 probability point of the theoretical distribution under normality. Instead, we compared observed and expected proportions of \( W \)-values equal to or below the published fifth and tenth percentile points at sample size eight. In all cases, observed proportions were slightly higher, indicating an average of smaller \( W \)-values. For calcium, the proportions at or below the theoretical 5% and 10% points were 6.7 and 12.6%, respectively. For alkaline phosphatase, these respective proportions were 9.5 and 17%, respectively. Thus, for calcium, less than 3% of the subjects, and for alkaline phosphatase, about 7%, showed significantly non-gaussian distributions of differences. Since the trimming procedure described below protects against extreme observations, we decided to continue the analysis, using the data in original form.

Observed Distributions of Variance

Figures 1 and 2 show the cumulative distributions of within-person variances in semi-annual measurements of calcium and alkaline phosphatase among 698 men and women with long-term membership in the PL health maintenance program. The distribution of calcium variances in each sex appears to conform fairly well to a log-normal form, but the alkaline phosphatase distributions include some relatively large variances which distort the upper ends of the graphs. To test for outliers and, at the same time, obtain robust estimates of the true mean and standard deviation of non-outlying \( s^2 \)-values, we used Healy's trimming procedure (15) in each case, deleting about 2\% of the observed variances in each tail (eight values per side in men, six per side in women). Healy's estimating formulas were applied to the remaining \( \log \_2 \) values, because in this method it is assumed that the underlying (homogeneous) distribution of the variable is normal. The number of outliers (exceeding \( \pm 3.4 \) standard deviations) turned out to be remarkably few: none in calcium, and four variances in alkaline phosphatase among men and two among women. In each case, the estimated mean and variance of the underlying distribution of \( \log \_2 s^2 \) values were converted to original scale (formulas for this are given as equations A2 and A3 in the appendix), and equation A1 was applied to obtain
estimates of the standard deviation of the true within-person variances \( \sigma_i^2 \). Results are given in Table 1. This table invites comparison between the estimated standard deviation of \( \sigma_i^2 \) and the observed standard deviation of \( s_i^2 \). However, the proper comparison is between the respective squares of these numbers (i.e., the estimated variance of \( \sigma_i^2 \) compared with the observed variance of \( s_i^2 \)). Thus, in calcium, the variance in \( \sigma_i^2 \) accounts for about 25% of the variance in \( s_i^2 \) \([(1.2/2.4)^2] \). The remaining 75% is due to statistical sampling variability, which would exist even if \( \sigma_i^2 \) were constant for all individuals. In alkaline phosphatase, on the other hand, over 70% of the observed variance in \( s_i^2 \) is attributable to variation in \( \sigma_i^2 \), less than 30% to sampling variability.

To this point, we have estimated the mean and standard deviation of \( \sigma_i^2 \) for each analyte, by sex, and have ascertained that \( \sigma_i^2 \) follows an approximately log-normal distribution in each of the four groups. This last conclusion is implied by the approximately log-normal distribution of \( s_i^2 \) after adjusting for outliers (see ref. 12 for fuller discussion). The one remaining step before applying equation 2 to determine a reference change \( D_0 \) in each analyte/sex group is to examine the distribution of observed serial correlation values, each based on 15–18 semi-annual measurements. The means (medians) and 2.5–97.5 percentile ranges of these correlations are listed in Table 2.

Assuming \( \rho = 0 \), observed correlation values should be normally distributed with variance approximately equal to \( 1/n \), where \( n \) is the number of repeated measurements (16). Using the average value \( n = 16 \), the standard deviation of these correlations should then be 0.25, leading to a middle 95% range of \(-0.50\) to \(+0.50\). The standard error of the mean correlation would be 0.012 for men and 0.015 for women. Results in Table 2 support the hypothesis \( \rho = 0 \) for calcium in both sexes and alkaline phosphatase in men. In all these cases, observed correlation coefficients appeared normally distributed when plotted on probability paper. However, for alkaline phosphatase in women, the mean correlation between successive measurements was significantly greater than zero and the 97.5th percentile higher than expected. In this case, determination of a reference change requires equation 2 and, therefore, a value for \( \sigma_i^2 \) including both long-term and within-day analytical variance. A recent study (17) covering the first six years of operation of the PL Tokyo Health Control Center's laboratory estimated the within-day coefficient of analytical variation (CV) for alkaline phosphatase to be 5%.
and the long-term CV to be 13%, for a combined CV of 14%.
Therefore, given the mean value of 67.6 U/L for alkaline phospha-
tase in the women studied here, $\sigma^2 = 90$ (U/L)$^2$. The
Technicon SMA 12/60 has been in operation throughout
the time these data were acquired.

Calculation of Reference Changes

For calcium in both sexes and alkaline phosphatase in men,
equation 3 was used; for alkaline phosphatase in women, we
relied on equation 2, setting $\rho_1 = \rho = 0.12$ and $\sigma^2 = 90$, but we
also used equation 3 for comparison. To obtain the prob-
babilities specified by the left-hand sides of these equations for
selected values of $D_0$, we assumed in each case a log-normal
distribution of $\sigma^2$ with mean and standard deviation given by
the figures in the right-hand columns of Table 1. Actual cal-
culations were performed through a computer program in
BASIC (available from E.K.H. on request). Results are shown
in Figures 3 and 4. In these graphs, the abscissa covers a range
of possible reference changes ($D_0$ values), while the ordinate
indicates the cumulative probability $p$ (right-hand side of
equation 2) associated with a specific reference change. For
convenience, a normal probability scale has been used. In the
case of calcium (Figure 3), the curves are similar for both men
and women. For example, a change of 0.20 mmol/L between
two consecutive observations would be statistically significant
(i.e., expected by chance no more than 5% of the time) in only
40–50% of the individuals in this study. However, a change of
0.25 mmol/L would be significant in about 95% of these ap-
parently healthy persons. This latter difference would then
represent a more conservative reference change.

In the case of alkaline phosphatase (Figure 4), the results
for men and women differ considerably. For example, a change
of 25 U/L would be statistically significant in about half the
men in this population but in only about 32% of the women.
To be significant in 95% of healthy individuals, reference
changes of 41 U/L for men and 50 U/L for women would be
required. The higher figure for women reflects a 40% greater
within-person variance, on the average, in women and a wider
distribution of such variances than among men. This may be
due, in part, to the inclusion of women who crossed the
menopause during the 7.5–9 year span of this study. Post-
menopausal women may undergo marked increases in alkaline
phosphatase (e.g., 18–20), so that a set of measurements of this
enzyme at pre- and post-menopausal times could show rela-
tively large variation. An examination of the effects of age
decade (by sex) on within-person variances has not been in-
cluded in the present analysis, but we hope to undertake such
a study soon for all blood constituents measured in the PL
Health Control System.

Note that in Figure 4a, the curve for $\rho = 0.12$ is somewhat
steeper than that for $\rho = 0.0$. It is true in general that as $\rho$
increases through its range from $-1$ to $+1$, the curve of $D_0$ vs $p$
becomes increasingly steeper. Because the selected reference
change would probably be that value of $D_0$ for which $p = 0.90$
or 0.95 (certainly $>0.5$), the higher the serial correlation be-
tween successive values, the smaller the reference change. This
is as expected in view of the fact that the variance of differ-
ences between adjacent observations in an autoregressive
model decreases as $\rho$ gets larger. For example, a negative value
of $\rho$ implies an oscillatory series, which would produce a rela-
tively high variance in the difference between consecutive
values.

Comparison with Current Procedure

In a previous section, we discussed the analysis of observed
differences to test if they were normally distributed. As part
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**Table 3. Standard Deviations of Observed Differences by Analyte and Sex ($s_\Delta$) and Reference Changes Computed According to Current Practice**

<table>
<thead>
<tr>
<th>Analyte</th>
<th>Reference changes</th>
<th>$s_\Delta$</th>
<th>$\pm 2s_\Delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calcium, mmol/L</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td></td>
<td>0.10</td>
<td>0.20</td>
</tr>
<tr>
<td>Women</td>
<td></td>
<td>0.10</td>
<td>0.20</td>
</tr>
<tr>
<td>Alkaline phosphatase, U/L</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men</td>
<td></td>
<td>13.6</td>
<td>27.2</td>
</tr>
<tr>
<td>Women</td>
<td></td>
<td>14.5</td>
<td>29.0</td>
</tr>
</tbody>
</table>
of that analysis, the standard deviation of these differences was computed for each analyte/sex group ($\sigma_2$), allowing us to calculate reference changes according to the procedure now being used, simply $\pm 2\sigma_2$. The figures are given in Table 3.

These reference changes correspond to $p$-values around 50%, as indicated in Figures 3 and 4; that is, they represent statistically significant changes in only about half the healthy individuals in this study. This is because the standard deviation of the distribution of differences is not affected by variation in within-person variances, but only by the mean within-person variance (and also by person-to-person variability in mean differences, but this will be relatively small).

On the other hand, kurtosis of the distribution is increased by variation in within-person variances. We might expect, therefore, that use of the completely nonparametric procedure that selected the 2.5th and 97.5th percentiles of the distribution of observed differences would produce more conservative reference changes.

For calcium, this was not the case. The percentiles were $0.20 \text{ mmol/L}$, identical to $\pm 2\sigma_2$ (Table 3). This result is not surprising given the low CV of $\sigma_2$ (Table 1). However, even for alkaline phosphatase, where the CV of $\sigma_2$ was much higher, the 2.5th and 97.5th percentiles were very close to $\pm 2\sigma_2$. The values were $-26.9$ and $28.2 \text{ U/L}$, respectively, in men and $-29.4$ and $31.0 \text{ U/L}$ in women. These results indicate that reference changes derived solely from the distribution of observed differences are likely to generate many false alarms.

**Discussion**

Suppose we define a reference change, at least for apparently healthy individuals, as that difference between two successive values which would be statistically significant ($p \leq 0.05$) in 95% of such persons. This is perhaps too conservative a criterion, but we propose it as a basis for discussion. In this study, as noted above, the values $D_0 = 0.25 \text{ mmol of calcium per liter}$ in both sexes, $41 \text{ U/L}$ for alkaline phosphatase in men, and $50 \text{ U/L}$ in women satisfy this definition of a reference change. Of course, such values may depend not only on the population of individuals observed and the analytical procedures used, but also on the time interval between successive measurements. For example, in the earlier study by Harris and Brown (8), the comparable $D_0$-value for calcium was $0.13 \text{ mmol/L}$, about half the value found here. In that study, the subjects (healthy men) were observed weekly for about five months. In the present study the time interval was six months and the span of data, 7.5–9 years. The average within-person standard deviation in calcium was roughly twice as high, presumably owing to the much greater time span of data. Not only biologically induced variation, but analytical variance as well would probably increase with a longer time span. For purposes of a health-maintenance program, a reference change based on measurements made six months apart seems more suitable than weekly or monthly observations. In such programs, reference changes should be used only to compare early measurements in a continuing series. After a record of four or more serial observations has been established for a given subject, tests of current deviations should be based on time-series models applied to the entire sequence of previous data (e.g., ref. 21).

Thus, reference changes represent a bridge between conventional (cross-sectional) reference values, which are entirely population-based, and subject-specific reference values, which are derived from past results for a single individual. The reference change utilizes within-person variances but considers their distribution across a population and is based, in the end, on selection of a cumulative probability ($p$) characterizing that population. The reference change concept may also be extended to the difference between the first and third observations in a series in order to identify a significant trend within the first three observations. In this case, the appropriate formula analogous to equation 1, based on the autoregressive model, is

$$\text{Var} \left( x_{t2} - x_{t(2-n)} \right) = 2\sigma_2^2(1 - r^2) + \rho^2\sigma_2^2(\sigma_0^2)$$

(4)

replacing $r_1$ by its average value $\rho$.

This equation is identical to equation 1 except for $\rho^2$ in place of $\rho$. Therefore, for $\rho > 0$, and the same value of $p$, we would obtain a larger value of the reference change $D_0$ since $\rho^2 < \rho$. For example, consider alkaline phosphatase in women ($\rho = 0.12$), and assume we were interested only in positive differences (increases). In equation 2, we would substitute 1.65 for 1.96 to account for the switch from a two-tailed to a one-sided test of significance at the 0.05 level. Then, the reference change ($D_0$ value at $p = 0.95$) between the first and second test result becomes $42 \text{ U/L}$. Between the first and third observation, this reference change would increase to $44 \text{ U/L}$. Thus an increase of, say, $25 \text{ U/L}$ at the second observation would be too small to be alarming in itself, but if that same increase were repeated over the next time interval, it would be clear that a statistically significant trend had occurred.

The problem of reference changes in hospital patients is more complicated than in healthy subjects, both conceptually and statistically. One aspect of this problem was discussed in the most recent report on Delta-checks (7), namely, the unpredictable and often substantial changes between two consecutive test results caused by disease processes or intervening treatment. Undoubtedly, there are kinds of patients in whom this difficulty is not likely to arise, at least in the short run, and for whom the development of reference changes would be useful. However, these patient groups must first be carefully defined and might well differ in type from one hospital to another. Further, for many such patients, no more than two or three successive results may exist under steady-state conditions. These results are likely to have been obtained at relatively short intervals—e.g., only a day or two apart—introducing perhaps a much higher serial correlation than that found in semi-annual examinations of healthy persons or outpatients. Also, the range of results for a given constituent may be much wider than in healthy subjects, and different reference changes might be appropriate for different subsets of the constituent (6). None of these statistical problems is insurmountable; there are valid ways of adapting the procedures described in this paper to meet all these situations. The result would be a set of parametric reference changes which might be compared, for example, with the nonparametric Delta-checks proposed by Wheeler and Sheiner (6) based on the frequency distribution of observed differences between consecutive test values. The critical problem remains that of defining suitable patient categories in which to collect data.
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**Appendix**

Formulas useful in calculating reference changes include:

1. Estimating the variance of true within-person variances ($\sigma_2^2$) from the mean and variance of observed variances ($\bar{s}_2^2$):

   
   (Estimated) $\text{Var} \sigma_2^2 = \left[ \text{Var} \bar{s}_2^2 - (2/n - 1) (\text{mean } \bar{s}_2^2)^2 \right] (n - 1)/(n + 1)$

   (A1)

   where $n$ is the average number of within-person observations.
2. Converting the mean and variance of $\log_e s_i^2$ to the mean and variance of $s_i^2$, when $\log_e s_i^2$ is normally distributed: Let $M = \text{mean } \log_e s_i^2$ and $V = \text{variance } \log_e s_i^2$. Then,

$$\text{mean } s_i^2 = \exp[M + (V/2)] \quad (A2)$$

$$\text{var } s_i^2 = \exp(2M + V)[\exp(V) - 1] \quad (A3)$$

where $\exp( )$ denotes the exponential function of the quantity in parentheses.
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